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New Developments in Neuroconstructivism 
 

 

“Nature abhors a vacuum”, Aristotle 

Aristotle’s words are generally understood to mean that the absence of something is quickly filled by 

another substance throughout the natural world. But it also means that nothing exists in isolation! All 

natural systems are embedded within and interact with the systems that surround them. This is a 

fundamental truth of development; a child does not grow up in a vacuum. The primary aim of this 

volume is to explore the development of, and interactions amongst, three information-gathering 

components that are critical to early development: attention, learning, and memory. To this end, the 

current chapter explores a highly influential framework that can be used to understand how these 

interactions can occur and how they can shape together the development of social, perceptual and 

cognitive abilities.  

Neuroconstructivism (Mareschal et al., 2007a, 2007b; Westermann et al., 2007) is a theoretical 

framework for understanding brain and cognitive development. According to this theory, the 

developmental trajectory of brain networks that give rise to progressively more complex mental 

representations occurs within the context of multiple interacting biological and environmental 

constraints across development. Neuroconstructivism is an adjunct of Neoconstructivsm. According to 

constructivist theories, cognitive development is a continual process of building and restructuring 

knowledge on top of the foundations laid down by existing knowledge. Neoconstructivist theories have 

attempted to update Piaget’s constructivist ideas (e.g., Piaget, 1970) by situating them in the context of 

a more modern understanding of child cognitive development. Neuroconstructivism is a theory situated 

squarely within this more contemporary approach to constructivism; it focusses more on the brain and 

considers it to be self-structuring and dynamically changing over developmental time, and with a 

foundational principle of context dependence. Neuroconstructivism argues that the same family of 

developmental constraints operate across all levels of representation… from cellular environments, to 

brain neural networks, and to the social and physical environments in which the organism develops. In 

viewing the brain as dependent on its current and previous environment, Neuroconstructivism provides 

an account of how the continuous interactions that exist between the organism and the local constraints 

that operate at different levels of description gradually give rise to the specialised adult brain and adult 

cognitive abilities.  

Since its appearance in the literature some 18 years ago, the Neuroconstructivist framework continues 

to influence how contemporary researchers formulate their questions and interpret their empirical 

findings in the context of the development of attention, memory and learning (e.g., Oakes, 2023; Wass, 

2021; Bettoni et al, 2024), as well as shaping theories of developmental conditions (e.g., Johnson, 2021; 



3 
 

Perry et al., 2024; Astle et al., 2024) and sociocultural development (Benardo, 2024). For those familiar 

with Neuroconstructivism – that it is a rapprochement of Neoconstructivist theories of cognitive 

development and theories of functional brain development, that it posits constraints acting on 

development including encellment, embrainment, embodiment and ensocialment, that it posits 

mechanisms that include cooperation, competition and chronotopy, and processes of proactivity and 

progressive specialisation, which together lead to the developmental outcome of partial representations 

– if these are familiar concepts, then you should skip ahead to Section 2 to see what’s new. For those 

not familiar with Neuroconstructivism, the following section introduces these ideas and shows their 

relevance to attention, learning, and memory. 

In the rest of this chapter, we first describe the initial 2007 Neuroconstructivist framework in 

more detail, focussing on the mechanisms and processes of change at the heart of this framework. We 

then turn to one specific element, Interactive Specialisation, and ask how empirical work over the last 

18 years has attempted to test and validate (or refute) this manifestation of the Neuroconstructivist 

approach. Finally, in a third section we explore how Neuroconstructivism can be extended to the genetic 

level of description and how evolution can be incorporated within this framework, along with the shift 

in focus that these extensions entail. 

 

The origins of Neuroconstructivism 

In Neuroconstructivism: How the Brain Constructs Cognition (Mareschal et al., 2007), different 

approaches to human development such as cognitive neuroscience, computational modelling, 

constructivism, and probabilistic epigenesis are integrated into a single coherent framework. This has 

allowed for the examination of constraints that operate on development at all levels of representation, 

from cells to the social environment. As will be discussed in more detail below, Neuroconstructivism 

provided a response to traditional nativist and empiricist stances on cognitive development (Karmiloff-

Smith, 2009). The emergence of Neuroconstructivism was in part supported by advances in 

neuroscientific methods for investigating the developing brain. These include (but are not limited to) 

non-invasive brain imaging techniques such as event-related potential (ERP), functional magnetic 

resonance imaging (fMRI), magnoencephalography (MEG) and near infra-red spectroscopy (NIRS). 

Studies of early infant development that have employed these techniques have highlighted how the 

brain and cognition co-develop within a dynamic environment (Johnson, 2000). In addition, computer 

and robotic simulations are now also frequently employed to help understand the close link that exists 

between cognition and the brain (e.g., Westermann et al., 2006; Mareschal & Thomas, 2007; and more 

recently Astle, et al., 2023). Models go beyond limited descriptive theories by allowing researchers to 

test the plausibility of different proposed mechanistic theories of cognition. Artificial neural network 

models are computer models that try to mimic some aspects of what is known about information 
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processing in the brain. They can therefore be used to test ideas we have about how learning and 

development can co-occur in the child’s developing brain. Finally, advances in understanding 

epigenetics have also highlighted the fundamental role of behavioural and environmental influences on 

gene expression (Gottlieb, 2007). Importantly, gene expression is now considered to be a contextual 

and bidirectional influence on development. It is not equivalent to an inevitable “come-what-may” 

decryption of a prespecified program or set of static and immutable instructions that are somehow 

encoded in the genome. 

Through the integration of these different approaches and methodologies, the 

Neuroconstructivist framework provides a middle ground between a domain-specific nativist approach 

and a domain-general empiricist view of brain development. In the first instance, Neuroconstructivism 

stands in contrast to a modular, nativist stance on cognitive development, which advocates for genetic 

determinism, the hard-wiring of brain states, and innate specification of dissociated modules in the 

human brain that operate in isolation.  Instead, Neuroconstructivism considers cognitive functioning as 

an emergent property, inextricably linked to the underlying neural substrates, and which is mediated by 

the dynamic environments in which the organism operates. According to this view, cognitive functions 

are not considered to operate in isolation, but within the context of many interacting factors and 

constraints at multiple levels of analysis. These contextual factors consist of aspects both intrinsic (e.g., 

neural, chemical, physiological) and extrinsic (e.g., social and physical environments) to the developing 

organism.  

In the second instance, the Neuroconstructivist approach stands in contrast to empiricist views 

of the brain as a ‘blank slate’ in which any cortical region can equally support any input or process. In 

contrast, Neuroconstructivism recognises that small regional differences in the neonate cortex in 

neuronal type, orientation and firing thresholds, synaptic density, balance of neurotransmitters, and 

neuronal formation and so forth, are neither domain-specific nor domain-general.  Rather, small regional 

differences that could be considered ‘domain-relevant’ processing, are thought to become more akin to 

‘domain-specific’ and even ‘modular’ outcomes over developmental time with repeated processing of 

certain types of input and the gradual settling of competition with other brain regions. This 

fundamentally shifts debates about “innateness” away from discussion of representational innateness 

(in which knowledge is somehow encoded or hardwired in the brain independently of experience) to a 

discussion of what learning biases are in place that will drive certain functional systems to specialise in 

one or another domain as a result of environmental experience, often generated by the organism’s own 

behaviour (cf. Elman et al., 1996). 
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The constraints operating on development 

A central tenet of Neuroconstructivism is context-dependence. This refers to the constraints 

that operate on development at different levels of analysis and how these constraints impact on the 

development of the brain neural networks that underpin cognition. The foundational principles of 

Neuroconstructivism include the contextual effects of encellment, embrainment, embodiment, and 

ensocialment, each of which are clarified in turn below.  

Encellment: Encellment denotes the concept that the functions a neuron will ultimately take on 

in the brain are dependent on its cellular and chemical environment throughout development. From the 

very earliest point in brain development, the elaboration and stabilisation of functional neural networks 

is influenced by the surrounding environment and by cell-to-cell interactions. Ultimately, the function 

and structure of the cells themselves is determined by the chemical environment that they find 

themselves in early in brain development, the function of the neighbouring cells, and development of 

connections between these cells in response to experience with the external environment. In this sense, 

even at the cellular level, brain development is fundamentally about embedding consistently with a local 

environment. 

Embrainment: By the same premise that bidirectional interactions are at play at the cellular 

level, Neuroconstructivism also takes into consideration that functional areas of the brain are embedded 

and operate within a context of connections to and from other functional regions of the brain (see also 

Johnson's 2001, concept of Interactive Specialisation). In this way, not only are brain regions presumed 

to mature within the context of other regional changes, but also cognitive functions associated with 

specific brain regions in the adult end-state are highly constrained by current and past interactions with 

other brain areas. Support for interregional interactions in brain development comes from studies with 

individuals who lack one sensory modality. For example, cortical regions that are activated during 

braille reading in congenitally blind subjects correspond to areas in the primary visual cortex in sighted 

individuals (Sadato, Pascual-Leone, Grafman, & Ibañez, 1996).  The nature of mental representations 

generated through neural activation patterns is constrained not just by the structure of the neural 

networks supporting these patterns, but also very much by the nature and structure of the neighbouring 

neural networks. 

Embodiment: The existence of the mind within a body is seen to serve both to enhance and 

constrain the experiences of the developing child. The embodiment view of Neuroconstructivism 

highlights the importance of an organism’s active exploration and manipulation of their environment, 

by which new sensory inputs and experiences are generated at different points across development. 

Limited visual acuity and motor control during infancy are cited as examples of bodily constraints that 
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restrict an infant’s potential sensory experiences and complexity of subsequent mental representations 

at this stage of development.  However, the gradual easing of these restrictions with increased mobility 

and sensorimotor coordination serves to increase perceived complexity of the environment, and is 

considered to be beneficial for the developing infant by facilitating perceptual organisation in a 

protracted fashion (Turkewitz & Kenny, 1982). The individual is not seen as a passive agent soaking in 

experiences. Instead, by manipulating their own environment the individual selects the experiences 

from which to learn, again highlighting the bi-directional impact of constraints at different levels. 

Finally, as a species, we have invented external tools such as writing and calculators that greatly help 

extend our cognitive abilities by situating them within an external world (see  Clark, 1997). 

Ensocialment: In Neuroconstructivism, the emergence of mental representations is inextricably 

related to the specific physical and social environment in which the child develops. By restricting the 

possible experiences a child will have, the physical properties of a child’s environment are understood 

to have a constraining effect on the extent to which a child can develop mental representations of 

environmental stimuli. Similarly, the social environment has profound effects on the neural and 

behavioural development of an individual, particularly during early development (e.g., Champagne & 

Curley, 2005). In Neuroconstructivism, the contextual effect of ensocialment is seen across different 

levels of description.  For instance, constraints are considered to operate from the level of early 

precursors to social interactions (e.g., face and gaze processing), emergence of a ‘social brain’ network 

of regions during childhood, the cultural impact of language on the development of mental 

representations, to the role of parent-child/ teacher-child interactions on cognitive development. For 

example, Barbara Rogoff (2003) describes in detail how different societies scaffold a child’s learning 

by gradually increasing the range of difficulty of problems that they encounter. 

 

Mechanisms of development 

Neuroconstructivism proposes three underlying, domain-general and level-independent 

mechanisms.  These mechanisms of cooperation, competition, and chronotopy can be found in some 

form at multiple levels of description and guide the emergence of partial mental representations. 

However, the specific way and extent to which these mechanisms are applied varies depending on the 

level of description (e.g., genes, brain, cognition). 

Firstly, cooperation refers to the notion that there are likely to be multiple contributors to a 

specific function. For example, multiple genes might contribute cooperatively to support higher-level 

operations, or at the cognitive level, activity across different domains might be integrated to perform a 

specific task. In this way, the mechanism of cooperation also allows for the integration of different 

mental representations that allows for existing knowledge to be re-used at higher levels of functioning.  
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Secondly, competition drives the specialisation of components within the system, allowing for 

greater economy of resources. For instance, where processing becomes progressively realised within 

one region when it was originally supported by a number of others. Competition is also seen at other 

levels of description such as gene A inhibiting the expression of gene B, or the competition between 

neurons for synaptic connectivity, which drives the establishment of more precise connections. As a 

consequence, more complex representations can be formed through these more specialised connection 

patterns and areas of function. It is, therefore, the balance of cooperation and competition which is seen 

to hinge a given system between a fate of either specialisation or redundancy.  

Thirdly, chronotopy denotes the importance of timing in the process of development. This 

operates differently across levels of description, but underpins the process of gradual specialisation 

within a dynamic and adaptive system. At the level of the genome, genes are known to be expressed 

differentially across developmental time. This is particularly important where a gene may code for a 

specific low-level process, but that over developmental time interactions with other genes may lead to 

different developmental outcomes at the cognitive level. Equally, chronotopy is seen to have an effect      

in adaptive plasticity that occurs across different neural networks and brain regions at different times in 

development.  In sum, the relative timing of events, at different levels of description, is critical for the 

emergence of neurocognitive function. 

Further to these context-dependent mechanisms of cooperation, competition and chronotopy, 

Neuroconstructivism suggests that these allow for two central processes that underlie development; and 

particularly the development of partial representations (representations that are just sufficient to drive 

subsequent behaviour). These processes are proactivity and progressive specialisation.  On the one 

hand, proactivity refers to the role of internally generated activity in the development of function. The 

notion of proactivity represents the active exploration of the environment by the individual and suggests 

that the child is not a passive learner. Instead, in a feed-back loop between child and environment, active 

exploration leads to changes in environmental structure, which in turn has implications for what the 

child is able to learn from the environment. Progressive specialisation, on the other hand, is the gradual 

process of reduced functional brain plasticity and by which functions (neural, cognitive) become 

progressively more specific (see Johnson's 2000 notion of Interactive Specialisation).  

 

The nature of mental and neural representations  

Fundamental to the Neuroconstructivist approach is the idea of partial representations, often 

modality specific, which are dispersed across a range of brain regions. Rather than suggesting that 

representations are abstract, amodal, and symbolic structures, as traditional approaches to cognition 

have often done, Neuroconstructivism argues that representations are embedded within rich networks 

of existing neighbouring representations. So, for example, the child does not need a whole new symbol 
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to represent a Dalmatian. Instead, she only needs to add incrementally to the network of dog knowledge 

that she already has. Moreover, she only needs to add just enough new information to encode 

Dalmatians specifically.  The Dalmatian part does not “make sense” outside the context of the other 

existing network of knowledge. Sometimes, the complementary information required to “make sense” 

of partial information can be found in the structure of the environment, rather than in some 

complementary neural networks. In this way, knowledge and experience lead to the creation of ever 

more fragmented and partial representations because they build on a growing network of prior 

knowledge and experience.  

This approach has implications for understanding brain function and the results of 

neuroimaging studies. Many fMRI studies are based on the idea of subtracting brain activation in two 

conditions. So, to continue with the example above, when seeking what parts of the brain are involved 

in representing Dalmatian, researchers might image the child’s brain as they look at a picture of a 

Dalmatian, and subtract from this the activation of the brain when the child looks at pictures of other 

dogs. This leads to the identification of highly localised areas of activation in the brain: those areas that 

are only activated by Dalmatians. However, this local specificity is misrepresenting the nature of the 

representations. It is not just that specific small area that represents the Dalmatian, but a much larger 

network of common areas that have been subtracted out. Neuroconstructivism argues that the discovery 

of these highly localised and highly specialised brain areas is a consequence of the subtraction method 

used to measure brain activity rather than an intrinsic property of neural and cognitive representations. 

 

Testing the Neuroconstructivist Framework: The case of Interactive Specialisation  

As touched on above, Interactive Specialisation (IS) is a model of embrainment that includes all the 

principles and processes of Neuroconstructivism for understanding the role of interactivity in functional 

brain development (Johnson, 2011). The Specialisation term refers to the fact that some regions of 

cerebral cortex become increasingly fine-tuned to the response properties of particular categories of 

stimuli (e.g. faces), modes of processing (e.g. number), and task demands, over postnatal developmental 

time. The Interactive term refers to the notion that these patterns of emerging specialisation of regions 

occur through interaction between different cortical areas, between cortical and subcortical structures, 

and are influenced by the child’s (whole brain) interaction with her social and physical environment.  

In the original papers discussing Interactive Specialisation we (Johnson 2001, 2011) reviewed 

longitudinal fMRI imaging and EEG data from multiple domains of perception and cognition such as 

faces, social cognition, working memory, number, consistent with predictions from the IS framework.  

It is inherently Neuroconstructivist in the sense that it is centred on the mechanisms of gene-

environment interaction.  This is contrasted with maturational models in which it is assumed that pre-

specified regions come on-line following the unfolding of a genetic programme sensitive only to the 
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biochemical environment, rather than local neural activity induced by the internal or external 

environment. 

Over the past decades a number of authors have attempted to test hypotheses generated from 

the IS framework.  First, while initial support for IS came from the increasing specialisation (or tuning) 

of individual regions of cortex during human postnatal development, the question remained if IS could 

be employed to understand how networks of different regions, each with their own different 

specialisations, emerge.  Face processing is a good test domain as a “core face network” of cortical 

regions has been well established in adults, and activity in this network is modulated by task demands 

in adults (Cohen-Kadosh et al., 2010). A Region-of-Interest (ROI) analysis of the core face network 

(anterior fusiform gyrus [FG], inferior occipital gyrus [OG], and the superior temporal sulcus [STS]) 

revealed consistent patterns of co-activation suggesting that these regions are part of a common 

processing network that responds flexibly in the context of different processing strategies or stimulus 

changes. Cohen-Kadosh et al. (2010) examined the development of the core face network in younger 

(7- to 8-years-old) and older (10- to 11-years-old) school-age children as well as young adults, and 

found that children showed substantially weaker functional connectivity within the face network. More 

notably, no evidence was found for the influence of task-demands on the effective connectivity within 

the network in the two children’s groups. Thus, both child groups exhibited similar overall network 

structures, but these weaker networks were not influenced by top-down task demands.  Rapid task-

specific adaptation may take a decade or more of postnatal experience to emerge, possibly due to the 

increasing influence of prefrontal cortical areas (Johnson et al., 2009). This approach to understanding 

the way in which a coherent functional network adjusts and adapts during development to improve task 

performance is clearly an area of future research focus. 

Other authors have set out to test specific developmental predictions of the IS model. For example, 

Joseph and colleagues (Joseph et al. 2011) also used a face processing task to directly compare IS to a 

maturational model using fMRI data from children and adults.  The key predictions they addressed 

were: 

- Do face-specific regions of cortex respond to face stimuli earlier in development before they 

become specific to this category of stimuli (demonstrating a process of specialisation) or are 

face-specific regions initially unresponsive to faces (consistent with the activation of a fully 

formed region from a maturational perspective)? 

- In addition to the emergence of cortical areas specific to faces, are there also regressive changes 

such as decreases in specialisation in other areas (assumed to result from a competitive 

interaction between different cortical regions to acquire a specialised function). 

To assess these hypotheses Joseph et al. identified face-selective (Footnote that their definition of 

selective is different – they use “face preferential response”) areas in adults, and they carefully assessed 
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the response properties of the same regions in children.  In addition, their analysis methodology using 

a baseline allowed them to differentiate between areas activated non-selectively (such as one responding 

equally to both faces and other objects, which they term “conjoined activation”) and non-responsive 

regions.  They also employed a graded specialisation index used in previous studies (Golari et al. 2007). 

In doing this they found that all face-selective regions in adults had previously been responsive to faces 

in children (showing conjoined activation), though not necessarily selectively.  There were no areas that 

appeared as fully formed face selective in adults without going through an (inferred) tuning process, 

consistent with IS.  Joseph and colleagues also interpreted their fMRI results as showing both 

progressive and regressive changes. They defined Progressive changes as characterising an area in 

which the degree of specialisation (for faces) increased with developmental time, whereas Regressive 

changes refers to the response profile becoming less specialised over time (i.e., fine to broad tuning).  

As mentioned above, Joseph and colleagues viewed regressive changes as being key evidence of IS, 

though this is discussed further below. In accord with their predictions from IS, the authors observed 

progressive changes in face specialisation in occipital and fusiform areas, and regressive changes in 

parietal and lateral temporal cortices.  While Joseph et al.’s data entirely supported the predictions they 

generated from the IS framework, their prediction based on the necessity of observing regressive de-

specialisation of regions is worthy of further discussion. 

Building on this work, and many other studies, Tansey et al. (2024) recently presented a scoping 

review of evidence for IS in relation to maturation models of visual cortical development.  These authors 

conducted a scoping review of 94 visual developmental fMRI studies across several sub-domains 

including category-specific visual processing and viewing of natural video scenes.  Although inspired 

by Joseph et al.’s analysis of face processing, the definitions of progressive and regressive 

developmental events they used were actually much broader, with progressive development defined as 

“statistically significant increasing association between BOLD contrast magnitude, cluster volume, or 

selectivity with age” and regressive events similarly broadly defined.  These were contrasted with what 

they termed “emergence”, defined as being a significant response or cluster in an older group that was 

not present at all in a younger group.  IS was considered to have been supported if evidence of both 

progressive and regressive changes were observed in the same dataset, and a maturational framework 

was supported if evidence for progressive and emergence changes were reported. 

Tansey and colleagues reported strong support for progressive changes across the majority of 

studies from multiple domains of visual cognition.  Thus, their review supported specialisation as a 

process in functional brain development.  In general, the authors conclude there is substantive evidence 

for progressive changes in “the magnitude, extent, and/or selectivity of the BOLD response” with 

childhood visual sensory and cognitive development. Overall, there was very little evidence for 

emergence (the sudden onset of a region with fully formed specificity to a stimulus category), and only 

some evidence for regressive events in particular domains (face perception, motion, and movies).  
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According to the authors’ analysis, there was thus no evidence for a maturational model and only partial 

evidence for IS.  However, the authors themselves note the limitations of their analysis stating 

“…findings of progressive or regressive age associations should be considered necessary but not 

sufficient evidence in support of interactive specialization, as we cannot directly observe competitive 

interactions and associate plasticity” (Tansey et al., p.2).  However, we argue that the insistence on the 

presence of regressive events (particularly when defined as a “de-tuning” of previously specialised 

areas) was not a direct prediction of the original IS framework.  If we take the example of object and 

face areas in the ventral visual stream, to our mind IS would predict areas initially responding to a wider 

range of stimuli (e.g., objects and faces) and then through competitive interaction some areas becoming 

more specialised on objects and others on faces.  The only regressive events that need to occur in this 

situation are that face areas may come to respond less to objects and vice versa; no de-tuning of other 

areas is necessarily required.  Indeed, under a scenario in which face specialisation emerged due to a 

selective increase in BOLD response to faces only, and not to other stimuli, no regressive events will 

be observed at all. Ultimately, however, we agree that the interactive part of IS may be hard to 

conclusively demonstrate with developmental fMRI (or fNIRS), and may require analyses of directed 

coherence from EEG or MEG.   

A final line of research relevant to the IS framework concerns the relation between functional 

and structural changes in the cortex during human postnatal development. Kamps and colleagues 

(Kamps et al., 2020) set out to address the question of whether domain-specific functional cortical 

networks are preceded by connections that ensure that specificity.  In other words, are domain-specific 

regions (such as those tuned to faces) an inevitable consequence of the brain connectivity that precedes 

them?  Using resting state fMRI in young infants the authors found evidence that cortical networks that 

grow into later face-specificity and scene-specificity already showed differential input connectivity.  

Specifically, the authors confirmed our prior knowledge that regions that become face-specific are fed 

by the foveal projection area of the primary visual cortex, while regions interested in scenes (landscape 

and city) are differentially fed by the peripheral visual field.  While the authors conclude “innate 

connectivity precedes the emergence of domain-specific function in cortex, shedding new light on the 

age-old question of the origins of human knowledge” (Kamps et al. 2020), the fact that intrinsic 

connectivity constrains the nature and domain of representations that emerge within cortical networks 

has been long incorporated into Neuroconstructivist accounts.  For example, Elman et al. (1996) in 

Rethinking Innateness specifically describe ‘global architectural constraints’ of this kind involving 

specific patterns of sensory projections that then constrain the kinds of information that can be 

represented in downstream areas.  Furthermore, these constraints are likely to extend to further patterns 

of connectivity, for example that some face processing areas have multi-modal and motion input as well 

as reciprocal connectivity to memory systems, making the development of face representations in these 
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areas inevitable (Johnson 2011b).  Of course, to paraphrase Piaget – that which is inevitable need not 

be innate. 

Nevertheless, the question of how the specialisation of regions for particular functions shapes 

brain architecture remains worthy of investigation.  In IS a region progresses from responding, but not 

selectively, to tuning up for a particular category of stimulus.  This implies the region already has the 

appropriate sensory input – with connectivity as described above – but then sharpens its response 

properties to that category.  It is assumed that this sharpening of response properties occurs through 

some parcellation process involving synaptic or dendritic sculpting to isolate the region from those 

acquiring other functions.  Further, and as discussed above, some process of competitive interaction 

(potentially through mutual inhibition) could leave one region to “win” over their neighbours. 

 

Extending Neuroconstructivism to incorporate evolution 
 

Neuroconstructivist theory (Mareschal et al., 2007) initially did not incorporate much in the 

way of genetics (Mareschal et al., 2007a), partly reflecting the state of understanding in the field at that 

time, although it acknowledged the importance of gene expression and its regulatory factors as a low-

level constraint on neurobiological development. Since then, there have been great advances in both the 

genetics of brain development and of high-level cognitive phenotypes. Advances have been driven by 

animal work at the level of mechanism and genome-wide association studies in human populations for 

behavioural and neural phenotypes (e.g., Okbay et al., 2022; Wagstyl et al., 2024; Warrier et al., 2023, 

Zhou, Song & Ming, 2024). Nevertheless, biological complexity has restricted the development of 

mechanistic accounts that can span between genetic influences on neurobiological mechanisms and 

high-level cognitive phenotypes that are the outcome of developmental processes. In line with the 

neuroconstructivist focus on mechanistic accounts, computational modelling has been used to make 

progress in building these links (e.g., Thomas, Forrester & Ronald, 2016; Thomas & Coecke, 2023). 

Another extension of Neuroconstructivism, which will be the focus of this section, is the 

connection to evolutionary theory. This continues the Neuroconstructivist tradition of seeking 

consistency between theories at different levels of description and across different time spans. The 

original volumes stressed a rejection of David Marr’s proposal that accounts of cognition (viewed as 

computation) and neural circuitry could be characterised at different levels of description that were 

‘nearly independent’ (Marr & Poggio, 1976). Instead, accounts at different levels of description would 

constrain each other. Stated baldly: you can’t have any cognitive theory, it has to be one that can be 

linked to developmental theory; you can’t have any developmental theory, it must be one that can be 

delivered by the neurobiological processes in the brain; and you can’t have any developmental 
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neurobiological theory, it must align with the mechanisms that have been highly conserved across 

evolution. 

The integration of evolutionary theory into Neuroconstructivism will not resemble the old-style 

evolutionary psychology of the 1990s (e.g., Pinker, 1997; Tooby & Cosmides,1992). That type of 

evolutionary psychology was driven by cognitive-level theories assuming innate modularity, whose 

rejection formed a starting point for Neuroconstructivism. We contend that it made no serious contact 

with biology, rather inferring what must be innate on behavioural and computation grounds; meanwhile, 

neurobiological genetic influences on brain development although sometimes regionally specific, do 

not appear to be able to specify cognitive-level content in the cortex. While there are gradients of gene 

expression that contribute to regionalisation and differentiated cortical structure, these do not 

correspond neatly to functional areas that map to cognitive functions, and detailed cortical structure is 

dependent on activity (Cadwell et al., 2019; Elman et al., 1996; Johnson et al., 2011a; Karmiloff-Smith, 

1998). High-level cognitive theories based on modularity have now largely fallen out of favour; 

modularity itself is a notion now more utilised in graph-theoretic approaches to understanding 

functional and structural brain connectivity (Thomas & Brady, 2021).  

In contrast to evolutionary psychology, the integration of evolution into Neuroconstructivist 

theories builds on the field of evolutionary developmental biology (sometimes called evo-devo; Charvet 

& Finlay, 2014; Ploeger & Galis, 2011). When applied to the brain, evolutionary theory serves to 

constrain the theories of functional brain development that in turn are to be reconciled with theories of 

cognitive development. One challenge of using evolutionary theory in this way is the lack of direct 

evidence available about how various brain structures and functions evolved. Instead, evidence must be 

indirect. It involves, variously, comparative studies of brain structure and function across species with 

different levels of genetic relatedness to infer evolutionary innovation, manipulation of animal models 

to understand gene function, reconstruction from fossil evidence to trace morphological changes and 

(for the homo genus) tool use, as well as ecological and geological evidence to infer previous 

environmental conditions. For example, how evolutionarily old or new a brain structure is can be 

inferred by the range of species the structure is observed across. Presence across less closely related 

species implies an evolutionary older common ancestor and therefore an evolutionary older structure. 

By this measure, subcortical structures such as the amygdala and hippocampus are old within the 

vertebrate line; while the cortex is similarly old, its large size in humans is new. 

In the space available here, we can only give a sketch of what Evolutionary 

Neuroconstructivism will look like. We will lay out some general principles, offer some examples, and 

then indicate some implications for developmental theory. To emphasise the latter point, the addition of 

evolution to Neuroconstructivism is not intended to merely add some interesting but optional 

explanations about how some features of the brain evolved. Rather, because theories in different fields 
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constrain each other, the integration of evolution will ultimately change theories of cognitive 

development and, as we shall see, lead to an increased focus on what Neuroconstructivism calls 

proactivity, the role of the individual in shaping the experiences that will drive their subsequent 

functional development. 

First the principles. When species are compared – say all mammals or all vertebrates – it appears 

that biological mechanisms of brain development are highly conserved, both at cellular and anatomical 

levels. For example, a comparison across mammals indicates that despite very different sizes (say from 

a mouse to a human), the brains contain similar structures. The size of the structures within the brains 

of different mammals can be linked by simple patterns of non-linear scaling where, as the whole brain 

size increases, individual structures become proportionately larger (Charvet, Darlington & Finlay, 

2013). This implies that species are using a common plan for growing the brain but scaling it differently 

(see Shao et al., 2023, for initial work on understanding the genetic basis of this scaling).  

While some species show specific behavioural specialisations – say, echolocation in bats, or 

syntactic language in humans – there are no new large-scale brain structures to reflect these behavioural 

specialisations. Specific functional brain areas are found underlying these skills in bats and humans, but 

these fall in predictable areas of sensory, motor, or association cortex and appear to be the outcome of 

developmental self-organisation (bat echolocation: Bartenstein et al., 2014; Halley et al., 2022; human 

language: Price, 2012). There are low-level differences in neuronal morphology, neuronal 

communication, and molecular pathways across species (Shao et al., 2023), but large-scale innovation 

in evolution appears to be at the periphery rather than in macro brain structure, that is in body 

morphology, the sensory organs, and musculature; the central nervous system by contrast, remains more 

general, adapting developmentally to the body it finds itself in (Finlay, Hinz & Darlington, 2011). 

Brains differ markedly in size. In part, this follows body size. Brain size scales with body size 

because a larger body needs more sensory neurons to cover its larger area and more motor neurons to 

control its larger number of muscle cells. Nevertheless, broadly speaking, a larger brain allows for more 

behavioural complexity, and this is particularly the case in species that have larger brains even when 

controlling for body size. Thus, humans have a larger brain for their body size compared to other social 

primates, supporting their greater behavioural complexity. However, even the components of the human 

brain scale as expected from the common plan. Part of that scaling is that late developing structures, 

such as prefrontal cortex, become disproportionately larger as the overall brain size increases. So, while 

humans have a large prefrontal cortex which permits behavioural complexity, the size is not a specific 

adaptation; it is what you would expect using the common mammalian growth plan for a brain of that 

size (Finlay & Uchiyama, 2017). 

For evolutionarily old structures, such as the amygdala, hippocampus, and hypothalamus, 

development is under tight genetic control. For example, the nuclei (components) of the hypothalamus, 
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which coordinates the endocrine (hormone) system, are specified by intrinsic gradients of gene 

expression during development (Xie & Dorsky, 2017). While the cortex is evolutionarily old, its 

increased size in humans is new, and this is where plasticity plays a greater role in establishing 

functional structures. Primary sensory inputs and motor outputs are under strong genetic specification, 

but experience-dependent self-organisation reinforces the functional specialisation of some higher-

order regions (as featured in IS). Importantly, computational modelling has demonstrated that if the 

primary sensory inputs to the cortical sheet are conserved, as are its principles of self-organisation, but 

the size of the sheet is scaled up, self-organisation alone will produce more functionally specialised 

regions across development (Imam & Finlay, 2020). This demonstrates that increased complexity as a 

developmental outcome can be produced merely by scaling, given conserved mechanisms of self-

organisation and experience-dependent processes. 

The generality of the cortex – that is, its lack of commitment to particular content for a given 

species – can be demonstrated by genetic manipulation. For example, mouse vision is dichromatic, 

based on two colours. In the retina of mouse eyes, there are detectors for blue and yellow light, but none 

for red. No mouse has ever seen red. However, with modern genetic methods, it is possible to create a 

new breed of mice which have additional detectors in their retinas for red light (Jacobs et al., 2007). 

(Genes code for proteins, and specific proteins in light detectors in the retina vibrate in response to a 

certain wavelength of light. If you alter the relevant gene, you can change the structure of the protein, 

and this can alter the wavelength of light that will cause it to vibrate.) The brains of these new growing 

mice now receive sensory information about red light from their environment that their species has 

never before received. Can the mouse cortex develop sensory representations using input from the red-

light receptors to drive behaviour? Yes, it can. Representational content is flexible to changes in sensory 

input even beyond those that have previously occurred in the species. 

At the level of neurons, early developmental conditioning appears to confer neuronal identities 

for motor versus sensory areas. However, neurons have been transplanted between sensory areas in very 

young animals, for example from visual to somatosensory areas, and found to take on the computational 

properties in the new region (see Cadwell et al., 2019, for review). Once more, the evidence points to 

plasticity as a key factor for representational content in the cortex. 

The conservation of vertebrate brain anatomy brings us to a puzzle, however. Species can show 

quite different behavioural repertoires, for example in their social behaviour and social structures, even 

when their brain anatomies appear very similar. If mammals have similar brain plans, mainly varying 

in size, where do the species-specific functional differences come from? Why do wolves hunt and sheep 

flock? The special abilities of each species are likely to come from four main sources (Finlay, Hinz & 

Darlington, 2011). First, the sensory and motor periphery impose their form on the central nervous 

system: the mole’s whiskers, the bat’s tongue and ears, the human’s dextrous digits. Second, changes in 
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the chemistry of the brain, including neurotransmitters and hormones, alter the social motivations, 

desired rewards, and attentional focus of the species – the social or physical environments they want to 

be in, the experiences they want to have, the conspecifics with whom they want to affiliate. Third, the 

cortex is plastic. Within some limits, it dynamically reallocates its neural tissue according to its 

experiences and motivational preferences. Fourth, overall brain size varies across species. With more 

neural “real estate”, more complex representations can be developed. 

Mammalian brains contain a range of structures that influence the behaviours that individuals 

are likely to initiate, the situations they are likely to encounter, and the experiences they will find 

rewarding. Table 1 shows some of these structures for humans. Some are cortical but most are 

subcortical. If these structures are tuned differently, via neuromodulation or connectivity, the result is 

an individual which chooses actions that are more or less likely to lead to certain kinds of rewards or 

experiences; more or less likely to approach, avoid, or tolerate certain situations; more or less likely to 

make decisions based on emotional states versus plans and goals; and more or less likely to respond to 

other members of the species in a receptive manner (Canli, 2006). 

 

Table 1. Brain regions that when tuned differently (across species or within species) lead to differences 

in proactivity, including approach, avoidance and tolerance behaviour, arousal, novelty seeking, threat 

detection, sociality, territorial defence, sensitivity to rewards, and stress response. Tuning may occur 

through neurohormonal and neurotransmitter modulation, or altered patterns of connectivity (from 

Thomas & Green, 2023). 

Region Function 

Cortical  

Dorsolateral prefrontal cortex Decision making around sensorimotor and 

control, cognitive flexibility, inhibition 

Dorsomedial prefrontal cortex Decision making around social behaviour 

Ventromedial prefrontal cortex Decision making around emotions / emotion 

regulation 

Orbitofrontal cortex Decision making around anticipated reward and 

punishment 

Sub-cortical  
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Amygdala Appetites: detect social cues / threat cues / 

novelty cues to trigger approach-avoidance 

behaviour 

Insula Bodily basis of empathy, tendency to feel disgust 

Anterior cingulate Monitoring of state against goals (including pain) 

Nucleus accumbens Detecting / seeking pleasure 

Habenula Detecting disappointments, missing rewards 

Septum Social affiliative behaviour, attachment 

Basal ganglia (striatum) Predicting rewards/punishments in order to select 

actions 

Hippocampus Storing sensory spatial information for where 

emotionally salient events occurred; novelty 

detection 

Hypothalamic-Pituitary-Adrenal (HPA) axis Regulation of stress response 

 

Here are two examples from comparative studies. The prairie vole and the montane vole are 

closely related species of small rodent which show diverse bonding behaviours. The prairie vole is 

monogamous (one stable mating relationship between a male and a female), while the montane vole is 

polygamous (multiple partners). Nevertheless, the two species have very similar brain anatomy. A key 

evolutionary lever to alter behavioural repertoire appears to be changes in the distribution in neural 

structures of receptors for oxytocin, a hormone involved the mediation of several forms of affiliative 

behaviour including parental care, grooming, and sex behaviour (Matthews, Williams & Schweiger, 

2013). The two species show differential distribution of receptors for this hormone, both in appetitive 

structures and in reward structures (Insel & Shapiro, 1992). Changes in receptor distribution between 

the species both alter the bonding behaviours the animals are likely to initiate and the rewards they 

experience from those situations, creating the history of experiences that shape future developmental 

trajectories (see Thomas & Green, 2023, for discussion). 

A recent comparison by Qi et al. (2023) across Asian colobine primates, a set of closely related 

monkey species, explored the genetic differences associated with variations in the complexity of social 

systems across related species of monkey. These social systems span from solitary living to one-male-

multiple-female family groups to large multi-level societies. The study concluded that more complex 

social systems emerged in species that were adapted to cold climates, where co-operative behaviour is 
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more important for survival. However, the same social systems continued even when the species moved 

to occupy warmer climates, suggesting the social complexity was a heritable trait rather than driven by 

features of the immediate environment. Reconstruction of speciation events and genomic analysis 

suggested that the increase in social complexity was triggered through selection of gene variants to 

promote maternal care in nurturing babies in cold conditions. Glacial periods promoted the selection of 

genes involved in cold-related energy metabolism and neurohormonal regulation. More efficient 

dopamine and oxytocin pathways had evolved in the species of monkeys with more complex social 

systems. While this neurohormonal modulation may have favoured the prolongation of maternal care 

and lactation, thereby increasing infant survival in cold environments, the adaptive changes also 

appeared to strengthen inter-individual affiliation. This increased male-male tolerance and facilitated 

the stepwise aggregation from independent one-male groups to large multilevel societies. Again, in this 

example, we see how the tuning of appetitive and reward systems is involved in driving the emergence 

of complex behaviour without major changes in neuroanatomy. 

One might view this as interesting but not directly relevant to human development. However, 

the evolutionary conservation of mechanisms suggests that variation within species is likely to be of the 

same kind as variation between species. This is likely since new species arise from genetic variation 

that occurred within previous species, but there is also direct evidence. We saw how the size of different 

brain structures scales reliably with overall brain size across species. For example, the pattern holds in 

comparing the size of brain structures and overall brain size across macaque monkeys, chimpanzees, 

and humans (Donahue et al., 2018). Differences in brain size can also be found between humans; and 

these within-species differences have been observed to follow the same scaling principles as those 

observed across species (Finlay, 2019). Thus, in the dataset that compared macaques, chimpanzees, and 

humans, the late developing prefrontal cortex scaled with overall grey matter volume at a faster rate 

than a primary sensory area like V1; this scaling relationship was observed across the three species; and 

crucially, variation between individuals within each species held to the same relationship (Donahue et 

al., 2018). 

The link between between-species variation and within-species variation suggests on the one 

hand that insights gained from understanding the development of different behavioural repertoires 

across species are likely to shed light on the origin of behavioural differences among humans; and on 

the other hand, that the biological mechanisms conserved by evolution will constrain explanations of 

underpinning neurobiological processes in human brain development. One may, therefore, re-reread the 

preceding paragraph on the puzzle of the origin of differences between species as also addressing the 

puzzle of the origin differences between people. Rather than individual differences between people 

being explained by variation in brain structure at the macro level, the same four sources of difference 

are likely to apply: the sensory and motor periphery will impose their form on the central nervous 

system; changes in the chemistry of the brain will modulate proactivity through motivations, attention, 
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and reward; plasticity will dynamically reallocate neural tissue across development according to 

experiences and motivational preferences; and, for typical development, overall brain size will vary 

between individuals influencing behavioural complexity. 

     This has the following implications for the theory of Neuroconstructivism. First, interactive 

specialisation is an underpinning principle of functional brain development, but this mainly applies to 

development of the cortex. Experience-dependent self-organisation appears to be a more important 

factor in the development of functionally specialised regions in the cortex, while the regional 

development of sub-cortical structures is under tighter genetic control. We also need a subcortical focus 

to understand the proactivity element of Neuroconstructivism. Second, macro scale brain structure 

differences (outside of genetic syndromes) may not be the most informative place to look for differences 

in developmental outcomes. Instead, we need to consider lower-level factors such as neurotransmitters 

and neurohormones. These alter motivational and reward systems that shape behaviour and therefore 

the experiences that drive development (and Interactive Specialisation in the cortex). The study of 

appetitive and reward differences in neurodevelopmental conditions, especially those showing 

differential social approach/avoidance preferences, is an important future direction, since overt 

differences in neuroanatomy are rarely found for behaviourally defined conditions. Third, overall brain 

size is important for behavioural complexity across species (Reader, Hager & Laland, 2011), and this 

will likely be one element of human general intelligence, as indeed suggested both by large-scale 

correlational data in human populations and by genetic analyses supporting the causal role of brain size 

on intelligence (e.g., Jansen et al., 2020; Lee et al., 2019; Nave et al., 2019).      

We may reflect on how an evolutionary perspective further defines or complements the core 

neuroconstructivist principles of encellment, embrainment, embodiment, and ensocialment. The 

perspective adds constraints to developmental theory: on the one hand, developmental mechanisms that 

are conserved across species suggest those that may underpin human development; on the other hand, 

mechanisms that are readily tuneable to produce behavioural differences in developmental outcomes 

across species are candidates for those that produce individual differences between humans. 

With respect to encellment, Finlay and Uchiyama (2015) report that across species, there is a 

disparity in neuron number in each cortical column along a rostrocaudal axis which grows with cortical 

size. Along with a difference in the patterns of axon extension and synaptogenesis along the same axis, 

these differences may produce a progressive amplification of hierarchical processing as brains become 

larger, supporting greater behavioural complexity. Hierarchical processing supports concept 

development from sensory information, action planning from motor sequence information, and control 

processes for behavioural flexibility, goal-oriented behaviour, and decision making. 

With respect to embrainment, a structure can take on new functions using plasticity if the 

function of other systems within which it is embedded alters, for example, as facilitated by their greater 
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size. This may lead to altered division of labour among structures, such as, for example, dorsal versus 

ventral routes for using sensory information to drive behaviour. Plasticity may also allow adaptive goals 

to be met in the face developmental anomalies in sensory or motor systems (Johnson, Jones & Gliga, 

2015); or for the operation of more complex cognitive control systems to shape the development of 

sensory systems, such as through selective attention (Amso & Scerif, 2015). 

With respect to embodiment, the plasticity of the central nervous system allows the same 

structure to produce different functions when embodiment is altered, or new embodied experiences 

become available (such as, say, the use of thumbs for texting with the invention of smart phones). 

Prefrontal cortex may be particularly important in adapting to the local ecology due to its protracted 

course of development (Werchan & Amso, 2017). 

Lastly, with respect to ensocialment, motivation and reward tendencies can only shape 

experiences (and through them, developmental outcomes) if the environment provides contingencies to 

generate new experiences and gain new rewards. Cultures, including the innovative social settings, 

niches and toolsets they create, may provide new opportunities for behaviours that will provide rewards 

triggering both functional development and affective states. In contemporary culture, social media is an 

obvious candidate, providing social rewards or punishments in views and comments on a social media 

posts with the invention of the internet and handheld devices, triggering new behavioural repertoires of 

online activity, and sometimes subsequent changes in wellbeing (e.g., Girela-Serrano et al., 2024). 

The conclusion from this section is that advances in Neuroconstructivist theory point to an 

extension of its initial requirement – that theories of cognitive development should be consistent with 

theories of functional brain development – to the requirement that theories of functional brain 

development should be consistent with how we understand genes to influence brain development; and 

that neurobiological theories of development should be consistent with mechanisms that appear to be 

highly conserved across species. Complementary to the central role that Interactive Specialisation 

played in explaining cortical development within the original formulation of Neuroconstructivism, 

Evolutionary Neuroconstructivism points towards a greater investigation of the role of subcortical 

structures and neurohormonal modulation in driving the proactivity that fashions the functional 

development of the cortex. 

Conclusion 

The Neuroconstructivist framework underscores the fundamental importance of interactions in 

development. These interactions operate at all levels of representation from -- cells to individuals to 

societies. This influential framework has shaped the thinking of developmental scientists over the last 

20 years and continues to do so when thinking about both typical and atypical development. The 

Neuroconstructivist framework also affords testable hypotheses; recent work focusing on the 

Interactive Specialisation dimension has largely been confirmatory, although some elements of the 
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framework (such as the presence of regressive events) need further investigation. Since the original 

publication of the Neuroconstructivist volumes, developments in our understanding of genes and the 

context dependence of gene-expression have allowed us to generalise the Neuroconstructivist 

framework to include genetic level descriptions within this dynamic-interactive framework. In this 

chapter, we have also explored how evolutionary pressures that contribute to the emergence of the 

developmental mechanisms identified in young children can also be incorporated within the framework. 

A full understanding of the mechanisms and processes involved in development involves not just 

focusing on the interactivity but also including all mechanistic levels of interaction such as genes and 

the evolutionary antecedents of current human development identified through cross species 

comparisons of development and behaviour. The evolutionary perspective (newly introduced in this 

chapter) stresses the importance of proactivity, consistent with the points raised in the introduction about 

how the child’s behaviour drives the experiences that produce emergent specialisation in the brain. 

The overarching aim of this volume is to explore the interactions of learning, memory and 

attention in early child development. This aim can be viewed as a canonical case study in how the 

Neuroconstructivist principles can help us understand these interactions. As discussed in Section 3 of 

this volume, learning, memory and attention are largely indissociable. Context shapes how these 

processes interact throughout development. Indeed, the whole of Section 6 focuses on how context and 

individual differences in experiences shape the intimate interactions between learning, memory and 

attention, in line with the arguments made here. In this chapter cross-species comparisons are essential 

for understanding the current processes of development, and Section 5 of this volume presents evidence 

from a range of different species that is relevant to understanding early development.  

Also at the heart of the Neuroconstructivist approach is the idea that an understanding of 

phenomena requires construction of a causal mechanistic framework. Mechanisms are theoretical 

constructs that allow us to predict the future state of the developing individual either in instantaneous 

time or across developmental time as a function of their current and previous states. This is critical if 

we want to be able to intervene when development goes awry or to support and enhance more effective 

development. Computational models implemented through simulations provides a tool for exploring 

the effectiveness of the putative mechanisms. Behavioural neuroimaging and genetic studies provide 

the input constraints that allow us to develop these computational models. The models allow us to clarify 

precisely what general terms such as attention learning in memory might mean in the context of specific 

substrates and specific levels of representation. Indeed, while there have been centuries of debates about 

the nature of attention, memory and learning the meaning of these words has shifted with time as our 

understanding of behaviour has evolved. Agreeing on clear operational definition of these terms is a 

necessary requirement for understanding their interactive co-development. 
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