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Abstract
An increesng number of connectionist models have been proposed to explain behavioura
deficitsin developmentd disorders. These Smulations motivate serious consderation of the
theoretica implications of the claim that a developmenta disorder fits within the parameter
space of a particular computational modd. We examine these issuesin depth with respect to a
series of new smulationsinvestigating past tense formation in Williams syndrome (WS). This
syndrome and the past tense domain are highly relevant since both have been used to make
strong theoreticd claims about the processes underlying norma language acquisition. We
examine differences between the static neuropsychological gpproach to genetic disorders and
the neurocongtructivist pergpective which focuses on the dynamics of the developmental
trgectory. Then, more widdly, we explore the advantages and disadvantages of using
computationa modelsto explain deficitsin developmenta disorders. We conclude that such
modd s have huge potentid because they focus on the developmentd processitself asa

pivota causd factor in the phenotypic outcomes in these disorders.

Keywords. Williams syndrome, developmentd disorders, past tense formation,

connectionism, phonologica representations, lexica semantic representations.

Abbreviations: WS — Williams syndrome; SLI — Specific Language Imparment; DM — Dud
mechanism; 1Q — Intdligence quatient; CA — Chronologicd age; MA — Mentd age;, VMA —

Verba menta age; SSE — Sum squared error; CE — Cross entropy.
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Computational modds have become an increasingly prevaent tool for investigating
mechanisms of change within cognitive development (e.g., Smon & Haford, 1995). Much of
this research has employed connectionist learning systems — computer models loosaly based
on principles of neurd information processing — to condruct cognitive level explanations of
behaviour (Elman, Bates, Johnson, Karmiloff-Smith, Parig, and Plunkett, 1996; Mareschd &
Thomas, 2001). Such models have offered away to explore saf-organisation in development,
the process whereby structure emerges in arepresentationa system in response to the
system’s dynamic interactions with its environment. Self-organisation is guided by congraints
or boundary conditions built into to the initid state of the system, and connectionist models
have permitted researchers to investigate how different system congtraints interact with an
environment to generate observed behaviours.

In addition to studying norma devel opment, these models have provided a means of
exploring how deviations in sdf-organisation, due to ashift ininitid condrants, can result in
the emergence of atypica behaviours such as those found in developmentd disorders
(Thomas & Karmiloff-Smith, 2002; Marescha & Thomas, 2001; Oliver, Johnson, Karmiloff-
Smith, & Pennington, 2000).

Although in principle, any type of developmental computational model can be applied
to the study of developmentd disorders, thus far most models have appeared within the
connectionist paradigm. Developmenta connectionist models contain a number of initia
parameter and design decisions made by the moddller prior to the learning process. These
decisonsinclude theinitid architecture of the modd, the activation dynamics of the
processing units, the choice of input/output representations, the type of learning agorithm,
and the nature of the training set. Increasing numbers of models have been put forward as

offering explanations of deficitsin developmenta disorders based on dterations to these
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initia congraints. During training, such models can exhibit an atypicd trgjectory of
development with behavioura imparments emerging in their endgtates.
Three domains — dydexia, autism, and Specific Language Imparment (SLI) — serve to

illugtrate this gpproach. Take, for example, reading. Phonologica developmenta dydexiahas

been explained viamanipulations to initid phonologica and orthographic representations of a
connectionist modd. Alternatively, researchers have proposed the use of a 2-layer network or
areduction in hidden unit numbersin theinitid architecture, or dterationsto the learning
agorithm and/or the architecture of a sub-system learning the phonologica forms of words
(Brown, 1997; Harm & Seidenberg, 1999; Plaut, McClelland, Seidenberg & Peatterson, 1996;
Seidenberg & McCléeland, 1989; Zorzi, Houghton & Butterworth, 1998q). Severd proposas
aso exig for initid manipulations that might capture surface development dydexia. These
include areduction in the number of hidden units, aless efficient learning agorithm, less
training, and a dower learning rate (Bullinaria, 1997; Harm & Seidenberg, 1999; Plaut et dl.,
1996; Seidenberg & McCldland, 1989; Zorzi, Houghton & Butterworth, 1998b). In autism,
categorisation deficits have been explained in terms of network architectures that have too
few or too many hidden units, or noise vectors added to the input (Cohen, 1994, 1998), or
sdf-organising festure maps with exaggerated levels of laterd inhibition (Gustafsson, 1997,

see for discusson, Thomas, 2000; Marescha & Thomas 2001). In Specific Language

Impairment (SLI), deficitsin inflectiona morphology have been explained in terms of a
network with initially degraded phonological representations (Hoeffner & McCledland, 1993,
Joanisse, 2000).

This conception of developmenta disorders has mgjor advantages, but also potentia
limitations. One advantage is that developmenta computational models dlow a proper
congderation of the crucid role of the developmenta process itsdlf in producing behaviourd

deficits, in contrast to awidespread view that developmenta disorders can be explained
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within a static framework as the direct analogue of acquired disorders. One potentia
limitation arises from the clam that disordersfit within the parameter space of particular
computationa implementations. Such aclam raises anumber of contentious issues, including
the rlation of smulation to explanation, the vdidity of a given implementation, and the
flexibility of that modd in capturing various patterns of developmenta data. In the following
paragraphs, we consider these pointsin more detail.

To understand the benefit of using connectionist modesin studying devel opmental
disorders, we must firg review the explanatory framework within which such disorders are
typicaly conceived. Thefied of developmenta cognitive neuroscience began as an extenson
of the adult cognitive neuropsychologicad modd to data from children with
neuropsychological disorders. Theinitid explanatory framework, therefore, assumed a atic
modular structure to the cognitive system and sought to characterise developmenta disorders
in terms of the atypica development of one or more components, assumed from theories of
norma cognitive functioning. This extension isillusrated by an emphasis on the search for
double dissociations of cognitive functions between different developmentd disorders
(Temple, 1997), a pattern of empirica datawith particular significance in the adult framework
gnce it istaken as a srong indication of damage to independent cognitive components.

Because behaviourd imparmentsin developmentd disorders are usudly identified in
children and adults when many of the developmental processes are close to their enddtate,
such impairments are often compared againgt a static description of the functiond structure of
the norma cognitive system. This sometimes encourages ana ogies to be drawn between
developmentd and acquired deficits. In such cases, thereis an assumption that a deficit in
behaviour at the end of development (i.e., the outcome of a developmenta process) can be
mapped one-to-one onto a deficit in one or more cognitive mechanisms caused by damage to

an adult systlem, while in both cases the rest of the system isintact and functioning normaly.
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Baron-Cohen summariesthisview: ‘... | suggest that the study of menta retardation would
profit from the application of the framework of cognitive neuropsychology (e.g. McCarthy &
Warrington, 1990; Shdlice, 1988). In cognitive neuropsychology, one key question running
through the investigator' s mind is “Is this process or mechanism intact or impaired in this
person?’’ (1998, p. 335).

The advantage of interpreting acquired and developmenta disorders within the same
framework is the possibility of accessing two sources of complementary evidence that may
converge to reved the structure of the cognitive syslem. Thus Temple (1997) discussesa
range of behavioura impairments for which acquired and developmenta anal ogues can be
found (see Thomas & Karmiloff-Smith, in press a, for discusson). The two sources of
information tell us different things. Acquired deficits can reved the structure of the adult
system, while truly selective developmenta deficits can demonstrate components that develop
independently. Furthermore, where developmenta disorders have a genetic basis, perhaps
truly sdlective behaviourd deficits (if there are any) may be evidence of innate modular
dructure in the cognitive system, in this case selectively damaged by a genetic anomaly.

The difficulty with interpreting developmentd deficits within a static modular
framework is that such accounts exclude the developmental process as a causd factor in the
disorder (see Karmiloff-Smith, 1997, 1998, for discusson). Thisis particularly problematic
when the modular structure itself appears to be the product of a developmenta process. A
growing number of studies show how both neura locdisation and neurd specidisation for
biologicaly important functions such as species recognition and language take place
gradudly across development (Johnson, 1999; Neville, 1991). To achieve a sdlective high-
leve deficit againgt abackground of norma functioning in a developmenta system would

require very strong and perhaps unredistic assumptions about the congraints that guide the
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developmenta process, as well as limitations to the extent that compensation can overcome
early deficits (Thomas & Karmiloff-Smith, in press a).

Since innate modularity of high-level functions does not gppear to be aviable
assumption (see below), sdective high-level developmenta impairments would then require a
picture in which speciaised processing components could emerge quite independently of each
other during development, i.e., sufficient independence thet early deviationsin one
mechanism would not affect the development of others. However, Bishop (1997) has argued
that interactivity between systems, rather than independence, is the hdlmark of early
development. And any compensation that developmentd pladticity permitsislikely to lead to
knock-on effectsin other domains, where areas attempting to compensate for malfunctioning
systems themselves experience areduction in efficiency in carrying out their norma functions
(see Anderson, Northam, Hendy & Wrenndll, 2001, for discussion).

The hope that genetic developmentd disorders can provide evidence of innate modular
sructure is undermined by an absence of direct links between genes and particular high-leve
cognitive structures. Currently, there are no known genes that serve the function of coding
directly for specific high-level cognitive structures, and in consequence, for domain-specific
developmenta outcomes. Indeed, current knowledge suggests that genetic effectsin the brain
are generdly widespread, and when they occur in more restricted areas, these areas do not
meatch up with subsequent regions of functiona specidisation (Karmiloff-Smith, 1998;
Kamiloff- Smith, Scerif, & Thomas, 2002).

The dternative to viewing developmentd impairments asif they were high-leve
lesonsto adatic sysem isto view them as the outcome of initid differencesin the lower-
level condraints under which the cognitive system develops; i.e,, the high-leve deficitsare an
outcome of development itself (Elman et d., 1996; Kamiloff- Smith, 1998; Oliver, Johnson,

Karmiloff- Smith & Pennington, 2000). Where genetic damage leads to high-levd anomdies
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in adevelopmenta disorder, differences are likely to liein theinitid low-leve
neurocomputationa properties of the brain, such aslocal connectivity or the firing properties
of neurons, rather than in sdective deficits to high-level cognitive components. Different,

initid low-level condraints lead to dternative developmentd trgectories, which in turn
generate a particular profile of high-level cognitive ahilities. This perspective hasimplications
for the type of datathat are collected in characterisng developmenta disorders. An approach
that predicts widespread atypicalities across cognitive domains with more serious and less
serious behavioura consequences will generate a different research agenda to one that smply
searches for selective deficits againgt a background of norma function, an issue we consider
in more detail e sewhere (Thomas & Karmiloff-Smith, in press a).

Connectionist modes of development are idedlly suited for exploring this latter,
dynamic view of developmenta disorders, snce ther find behaviour isa product of initid
(lower-level) network congtraints and a subsequent developmenta process. Alterationsin the
initid network congdraints can cause deficits in performance a the end of training, aswell as
differences in the stages through which it passes. Models offer the particular advantage of
alowing adetailed consideration of the relation between initid congtraints and trgjectories of
development in complex learning systems. Such relationships are hard to anticipate without
the use of moddling.

Despite the gains that computationa accounts of developmenta disorders may offer in
their emphasi's on the process of development itself as a cause, such accounts are potentialy
undermined by the limitations of computational modelling. In each of the examples we have
introduced (dydexia, autism, SL1), the explanation of disordered performance amounted to
the dlam that atypica performance fadls within the parameter space of a particular
computationad model. Y et aclaim of this sort raises anumber of potential objections. Some of

these are pecific to the particular modd: How does one define (and justify) the parameter set
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for anorma modd in a given domain — the pre-condition for smulating atypica
development? What is the justification for manipulating a particular parameter to fit the
disordered data (e.g., changing the number of hidden units in a network)? Where
psychologica data mativate the manipulation of the parameter, is this parameter the only way
to implement the deficit suggested by the psychologica data? Where a parameter
manipulaion (such as number of hidden units) fits the group data of a disordered population,
does this parameter have sufficient scope to cover the full range of individua variation shown
by the disorder (e.g., from fallure to arrested development to delayed success)? And where
one parameter manipulation fits the disordered data, how unique is this finding — how do we
know that there are not many parameter manipulations within the mode that would aso fit
the data?

Other objections are more generd. If amode happens to fit both the normal and
disordered data, how can we guarantee that our chosen modd is the right one, with the right
number of parameters? For instance, connectionist models of reading show afair degree of
varigion in their exact desgn — how can we be sure that a successful manipulation to ore
mode holds for dl other models of the domain? In other words, to what extent can we
generdise the claims made from any given modd?

Despite the increasing emergence of connectionist models of developmenta disorders,
objections such as these have rarely been given due consderation. If atypica models are to
redlise their potential, such objections must be evauated carefully. In this article, our amisto
begin this task. Our starting point is to introduce a concrete example around which we can
focus the theoretica discussion, with atarget developmenta disorder and atarget behavioura

deficit. The target disorder is Williams syndrome, and the target domain is language

development, in particular past tense acquisition. Severa reasons motivate this choice.
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Firgt, the domain of past tense offers an excdlent example of how researchers have
formulated explanations of deficitsin developmental disorders based on direct andogiesto
sdective high-levd deficitsin agatic sysem — induding the goplication of double
dissociation methodology to motivate the postulation of independent processing mechanisms.
Indeed, past tense offers an example of the use of genetic developmental disorders to bolster

clams about innate hightlevel gtructure in the language system. Modelling work in this

domain may clarify whether such clams are necessary when one adopts a more
developmental perspective.

Second, Williams syndrome (WS) isimportant because deficits in the language of
individuas with this disorder have been used to make strong theoretica claims about the
nature of typica language development. In congtructing our modd, we identify severa
hypotheses concerning the overdl cause of aypica language development in WS. Particular
clams have been made about past tense deficits in WS, and modeling work permits usto
evauate whether each hypothesisis sufficient to capture WS past tense datain a
developmental model.

Third, the moddling of atypica past tense acquisition is made easier by the existence of
abody of work that has used connectionist models to Smulate typica development in past
tense formation. Thisisimportant because, before one undertakes a consderation of atypica
development from a computational perspective, one must begin with a basdline moded of
typical development.

Fourth, despite the existence of fairly good connectionist implementations of past tense
acquisition, there is nevertheless a competing theoretica account in this domain (abeit one
thet is not sufficiently specified to dlow computationa implementation). The existence of two
dominant theories drives a consderation of the generdity of the findings of one particular

connectionist Smulation to other modds within the fidd.



Modeling atypica language 11

We dart, then, with an examination of the way in which developmentd disorders have
been used to shed light on the structure of the normd past tense system. We then consider in
detall the evidence on inflectiond morphology in WS, and identify severd digtinct hypotheses
on the wider causes of atypica language development in this syndrome. At this point we turn
to connectionist modelling, first outlining abasdine or ‘norma’ mode, and then describing
the parameter manipulations that may alow usto smulate a set of target deta from a detailed
sudy on past tense formation in WS. Finaly, we return to consider the genera use of

developmenta computationa models for the study of developmenta disorders.

The English past tense and developmental disorders

The English past tense is characterised by a predominant regularity in which the mgority of
verbs form their past tense by the addition of one of three dlomorphs of the *-ed’” suffix to the
base stem (wak/walked, end/ended, chase/chased). However, thereisa small but significant
group of verbs which form thelr past tense in different ways, including changing internd
vowels (swim/swam), changing word fina consonants (build/built), changing both internd
vowels and find consonants (think/thought), an arbitrary relaion of stem to past tense
(go/went), and verbs which have apast tense form identica to the stem (hit/hit). These so-
cdled irregular verbs often come in smal groups sharing afamily resemblance (degp/dept,
creep/crept, legp/legpt) and usudly have high token frequencies (see Pinker, 1999, for further
details).

During the acquigition of the English past tense, children show a characteristic
U-shaped developmentd profile at different timesfor individud irregular verbs. Initidly they
use the correct past tense of asmall number of high frequency regular and irregular verbs.
Latterly, they sometimes produce “overregularised” past tense forms for asmall fraction of

their irregular verbs (e.g., thinked) (Marcus, Pinker, Ullman, Hollander, Rosen, & Xu, 1992),
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aong with other, less frequent errors (Xu & Pinker, 1995). Findly, performance is good on
both regular and irregular verbs (Berko, 1958; Ervin, 1964; Kuczgj, 1977).

Currently, two theories compete to explain the cognitive processes underlying past tense
performance: a connectionist theory rooted in implemented computer smulations (e.g.,
Joanisse & Seidenberg, 1999; Plunkett & Juola, 1999; Plunkett & Marchman, 1991, 1993,
Rumehart & McCldland, 1986), and a more descriptive “dua mechanism” theory (eg.,
Marcus, Pinker, Ullman, Hollander, Rosen, & Xu, 1992; Pinker, 1991, 1994, 1999). Both
theories take respective performance on regular and irregular past tenses as indexing different
things, either different underlying knowledge or different underlying processes. In the
connectionist theory, performance on regular verbs indexes reliance on knowledge about
phonologica regulaities, while that on irregular verbs indexes reliance on lexica- semantic
knowledge. In the dua-mechanism theory, performance on regular verbs indexes a dedicated
symbalic processing mechanism implementing the regular ‘rule’, while performance on
irregular verbs indexes an associative memory storing information about the past tense forms
of gpecific verbs. Evidence from developmental disorders has been applied to this latter
mode!, in combination with evidence from acquired disorders.

In terms of acquired disorders, Pinker (1991,1994, 1999) pointed to evidence from
adults with neurodegenerative diseases and acquired gphasia as supporting two separate,
qualitatively different, high-level processing mechanisms within the inflectiona morphology
system. Patients with non-fluent aphasia can be worse at producing and reading regular past
tense forms than exception forms, while patients with fluent aphasia can be worse at
producing and reading exception forms than regular forms (e.g., Tyler, de Mornay Davies,
Anokhina, Longworth, Randall, & Marden-Wilson, 2002; Tyler, Randdl, & Marden-Wilson,
2002; Ullman, Corkin, Coppola, Hickok, Growdon, Koroshetz & Pinker, 1997; Uliman,

Izvorks, Love, Yee, Swinney & Hickok, in press; though see Bird, Lambon Ralph,
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Seidenberg, McCldland, & Patterson, 2002). Smilarly, patients with Parkinson’s disease can
make more errors producing regular and novel +ed forms than exception forms, while patients
with Alzheimer’ s disease can make more errors producing exception past tense forms than
regular past tense forms (Ullman, in press, Ullman et d., 1997). Using the logic of adult
neuropsychology, these double dissociations are taken as evidence that independent
mechanisms are responsible for performance on the two types of verbs.

Within the same framework, Pinker also supported his dua- mechanism argument with
evidence from individuds from developmentd disorders (1991, 1994, 1999). In particular, he
cited WS as a case where genetic damage disrupts the functioning of one of the two
mechanisms. Damage to the associative memory for exception past tenses leads to a purported
sdective deficit in irregular past tense formetion. In line with this daim, Clahsen and
Almazan (1998) argued that in WS, the computationa system for language is selectively
“gpared” whereas the lexicd system required for irregular inflection isimpaired. More
widdy, Clahsen and Temple (in press) have clamed that the right way to view the WS
language system isin terms of the architecture of anorma system but with selective high-
level components that are under or over-developed. Thisillustrates a clear preference for a
gatic modular framework to explain developmentd deficits.

On the other hand, Pinker presented SLI as a case of a genetic syndrome offering the
opposite pattern to WS, where the rule-based mechanism isimpaired and the associative
memory isintect. Like WS, SLI isadevelopmental disorder with a genetic component
(Bishop, North & Donlan, 1995). In SLI, impairments are found in language in the absence of
any gpparent cognitive, socid, or neurologica deficits. Van der Ly and Ullman (2001)
found that not only were children with SL1 very poor a gpplying the ‘add —ed’ past tense
regularity to novel verbs, but they aso showed poor performance on both regular and

irregular past tenses, their predominant response being to produce uninflected stems (see dso



Moddling atypicd language 14

Moore & Johnson, 1993; Uliman & Gopnik, 1999). Indeed, Leonard, Bortolini, Casdli,
McGregor, and Sabbadini (1992) and Oetting and Horohov (1997) reported a higher
percentage of irregular than regular past tense usage in SLI. In interpreting their data, van der
Lely and Ullman (2001) suggested that, in the absence of the rule-based mechanism, these
children were using their associative memory mechanism to memorise both regular and
irregular past tenses. They cited as evidence the unusud presence of frequency effectsin the

levels of performance of regular verbs. Taking SLI and WS together, Pinker commented that

‘Oveadl, the genetic double dissociation is driking, suggesting that language is both
a specidisation of the brain and that it depends on generative rules that are visble in
the ability to compute regular forms. The genes of one group of children [SLI]
impair ther grammar while sparing ther intdligence; the genes of another group of
children [WS impar ther inteligence while sparing ther grammar. The firg group
of children rady generdise the regular pattern; the second group of children

generdiseit fredy’ (1999, p. 262).

Three points are illustrated here. Firdt, here is a case of developmenta disorders being
used in adirectly anaogous fashion to acquired deficits to support clamsfor the structure of
the adult system. Second, they are andysed within the same adult cognitive
neuropsychologica framework, in terms of selective deficits to an otherwise norma system
and with the use of the double dissociation methodology. Third, genetic developmentd
disorders are being employed to make claims about innate high-level Sructurein the norma
language system. Our next task is to summarise the extant data on inflectiona morphology in

WS.
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Williams syndrome and past tense

Williams syndrome, a rare neurodevelopmental disorder, has been of theoretica interest
because it exhibits an uneven cognitive-linguigtic profile while being caused by the deletion
of only asmal number of genes (see Donnal & Karmiloff-Smith, 2000, for review). Overall
IQ scores, which typicaly fal between 50 and 70, mask differences in specific cognitive
abilities: individuds frequently show fairly good verbd abilities dongsde deficient
visuogpatid abilities. While people with WS often perform within the normal range on certain
standardised tests for face recognition (Bellugi, Wang, & Jernigan, 1994; Udwin & Yule,
1991), and show relatively good performance on theory-of-mind tasks (Karmiloff- Smith,
Klima, Bdlugi, Grant, & Baron-Cohen, 1995), they exhibit difficultiesin numerica cognition
(Karmiloff-Smith et d., 1995), and in problem solving and planning (Bellugi, Marks, Bihrle,
& Sabo, 1988).

Investigations of inflectiona morphology in Williams syndrome have focused on
severd tasks, including past tense elicitation, plurd formation, noun compounding, and
comparative formation. However, many such studies have been compromised by the use of
very smdl participant numbers againgt a background of marked individud variability within
the syndrome. Clahsen and Almazan (1998, 2001) reported a sdlective deficit inirregular past
tense formation compared to menta age (MA) matched controlsin astudy involving 4
participants with WS. An equivaent deficit was found in aplura formation task [Footnote 1],
but in asecond plurdisation task, no sgnificant irregular deficit was reported.

When Thomas, Grant, Barham, Gsodl, Laing, Lakusta, Tyler, Grice, Paterson and
Karmiloff- Smith (2001) examined past tense production in amuch larger sample of 18
individuas with WS, no selective irregular verb deficit was found once differencesin verbd
mental age had been controlled for. While adisparity in irregular verb performance was

gpparent in comparison to chronologica age matches, this appeared to be the consequence of
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a combination of delayed language development and the normd lag between regular and
irregular past tense acquisition. The study did reved a deficit in generaisation of past tense
regularitiesto novel formsin the WS group, aswell as an increased semantic effect (of verb
imageability) on irregular past tense performance in the WS group compared to controls.

Zukowski (2001) examined plurdisation in a sample of 12 individuads with WS and
again faled to find asgnificant sdlective deficit for irregular plurdisation, but dso failed to
find areduction in generdisation. Zukowski noted that unlike regular plurd formation,
irregular formation in the WS group improved when individuas were prompted for a further
response. Initialy unmarked forms (mouse-mouse) were correctly inflected with further
prompting (mouse-mice), asif participants with WS knew that an irregular plura existed, thus
suppressing regularisation (mouse-mouses), but had difficulty in retrieving the irregular form.
This pattern was not found in the control group.

Clahsen and Almazan (2001) presented evidence that their 4 participants with WS
were not sendtive to congtraints which prevent regular plurals appearing in noun-noun
compounds (*rats-eater) but alow irregular plurasto appear (mice-eater). They argued that
this was theoreticaly consistent with a selective deficit to irregular inflection. However, once
more, Zukowski (2001) failed to replicate this effect with alarger sample.

What then should we take to be the pattern of WS past tense performance? The most

sdient feature is developmental delay in inflecting both regular and irregular forms. The

largest study (Thomas et d.) suggested this delay was equa across verb types, and

accompanied by reduced generaisation A reduction in generalisation has been reported in

other morpho-phonologica language tasks with individuas with WS (gender agreement in
French — Karmiloff-Smith et d. (1997); in Hebrew, coining of correct agent nouns from verb
roots, gender agreement on animate nouns, and the well-formedness of derived verb forms—

Levy & Hermon, in press). While Zukowski did not find this reduction in English
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plurdisation, the English plura paradigm is marked by a quantitatively different distribution,
with amuch greater proportion of regular to irregular forms than in past tense (see Plunkett &
Juolg, 1999). In terms of agreater (pecific) dday for irregular inflection, the larger Sudies
have failed to find this pattern. Nevertheless, such a difference has been reported in two
further smdl studies, in comparative formation (Clahsen & Temple, in press) and in German
plurd formation (Krause & Penke, 2000).

Since the Thomas et d. (2001) study involved the largest participant numbers and the
largest simulus sets, we take this pattern of data to be the target of our modelling of WS past
tense formation. These data are advantageous for this kind of smulation because they
compare empiricaly the relative developmentd trgectories of a WS group and atypica
control group on apast tense dicitation task. Such trgjectories can be matched against those
derived from a developmental computational model. On the other hand, given the reports of
irregular deficits from some smdler WS sudies, we dso examine quditatively what
manipulations to the start state of the modd could lead to this aternate pattern.

We now move on to consder what initid anomdiesin lower-leve condrants may
underlie the differentid pattern of past tense acquisition seen in WS. These congtraints will
determine the manipulations that will be gpplied to the Sarting sate of a computationa mode

of norma development to be described later.

Atypical constraintsin WS language development

Language in WS was initidly portrayed as developing normaly, despite low generd
cognitive ability. Thisled to some excitement that the disorder might demondirate an
existence proof of the developmenta independence of language and cognition (e.g., Pinker,
1991). However, subsequent research has suggested that in most areas of language, WS
performance is morein line with menta age controls than chronologica age controls, arguing

againg such adevelopmenta independence. It is certainly the case that when compared to
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language devel opment in other genetic syndromes like Down syndrome with equivaent
generd cognitive abilities, WS language appears much more advanced. However, detailed
research has nevertheless reveded atypicditiesin WS language at dl levels of performance.

For example, examination of precursors to language development in toddlers with WS
reveaed reduced levels of pointing and impairments in triadic interactions, both important
bases for the development of referentia language use (Laing, Butterworth, Ansari, Gsodl,
Longhi, Panagiotaki, Paterson & Karmiloff-Smith, 2002). When language appears, it is
usuadly delayed (eg., in astudy by Singer-Harris, Bellugi, Bates, Jones & Rossen, 1997, the
mean delay was two years). The vocabulary spurt when it occurs does not appear to be
associated with markers of maturing semantic knowledge in the same way thét it isin
typicaly developing children (Mervis & Bertrand, 1997). There is some suggestion that
lexical condraints used in vocabulary acquisition are dso atypica (Stevens & Karmiloff-
Smith, 1997), aswdl as some evidence that the norma production-comprehension asymmetry
may be reduced in WS (Paterson, 2000). Some data even suggest that children with WS
produce more words than they comprehend, asif they were memorising and using
phonologica formswithout afirm grip of their semantic underpinnings (Singer-Harriset d.,
1997).

Studies have d o pointed to difficultiesin the acquisition of morphosyntax in WS,
particularly in languages with complex morphology. For instance, difficultiesin gender
assignmert in WS have been reported in anumber of languages (Spanish: Céceres, Heinze &
Meéndez, 1999; French: Karmiloff-Smith et d., 1997; Itdian: Volterra, Capirci, Pezzini,
Sabbadini, & Vicari, 1996). Some errors found in the acquisition of morphology were
qualitatively different from those found in norma development (Capirci, Sabbadini &
Volterra, 1996). Studies of syntax have indicated a greater delay for grammar acquisition than

vocabulary acquidition, and while asmilar overdl pattern of ease and difficuty isseeninthe
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production of different congtructsin WS and MA controls, the difficulty is often exaggerated
for the WS group (e.g., for relative clauses, see Grant, Vdian & Karmiloff-Smith, 2001;
Zukowski, 2001).

Much work has been directed towards investigating lexicd semanticsin WS,

prompted by the sometimes unusual vocabulary that individuasincorporate into their
expressive language. The picture here gppears to be that atypical vocabulary useis either
drategic or reflects poorer underlying knowledge. Lexical access operates more dowly in WS
but exhibits norma processing dynamics (Thomas, Dockrell, Messer, Parmigiani &
Karmiloff- Smith, 2002). The fina semantic and conceptud representations formed in
individuas with WS appear to be shalower, with less abgiract information and more
perceptualy-based detail, suggested by studies examining conceptua knowledge in WS
(Johnson & Carey, 1998) and the development of semantic categories and metaphorica
relaions (Thomas, van Duuren, Ansari, Parmigiani, & Karmiloff-Smith, 2002). Findly,
individuas with WS aso show pragmatic deficits, with speech content often odd or out of
placein aparticular socia context (Volterraet d., 2001), high levels of clichés and
stereotyped phrases (Howlin et ., 1998a), and evidence of difficultiesin comprehending
non-litera language (Howlin, Davies, and Udwin, 1998b).

In adetailed review of the literature, we identified two types of hypothesis concerning
the underlying causes of atypica language development in WS, Thefirg isa Conservative
hypothes's, arguing that the language we seein WS is merely the product of delayed

development combined with low 1Q. In this view, aspects of language performance that are

specific to WS are indirect effects of other characteristics of the disorder. The second
explanation is perhaps better viewed as acluster of related hypotheses, broadly faling under

what we cdl the Semantics-Phonology |mbaance theory.
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The Conservative hypothesis would run as follows. Deficitsin syntax and pragmetics

in WS are what one might expect a agiven level of mentd retardetion. Language
development from the earliest age reflects the interests of a child with WS, specificdly a
strong desire for socid interaction (e.g., Jones, Bellugi, Lal, Chiles, Rellly, Lincoln &
Adolphs, 2000). Languageisinitially used more to mediate these interactions than as a
referentid tool. Subsequent vocabulary development reflects the specid interests of the child
with some degree of menta retardation, with unusua word usage employed drategicdly to
gain atention and mediate socid interaction. Deficits that do exist in vocabulary reflect other
non-linguigtic aspects of WS. For instance their visuo-spatid processing deficit leads to
problems acquiring spatia vocabulary (Jarrold, Phillips, Baddeley, Grant & Karmiloff- Smith,
2001). The chalenge for the Conservative hypothess, however, isto explain why individuas
with WS should show errorsin, for instance, morphosyntax, that are not found in typicaly
developing children, and why they should show predominantly successful language
acquidtion when individuas with other genetic syndromes involving menta retardetion do
not.

The dternative hypothesis, the Semantics- Phonology |mbalance theory, argues that

language development in WS takes place under atered congraints. Severd atypica
congraints have been proposed. These include the ideathat individuas with WS have a
particular srength in or sengtivity to auditory short-term memory, or a particular weaknessin
lexica semantics. There might be alag between the devel opment of phonology and
semantics, or a problem integrating the two sources of information. The outcomeis a system
which relies (or has relied a certain pointsin its developmenta history) more on phonological
information than semantic information, with certain consequent behavioura imparments. A
complication of the Imbaance theory is that most of its components are logicaly independent

and not mutudly exclusive. Here we consder five sub-hypotheses separately.
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1. Reliance on phonology: This hypothesis suggests that WS language is marked by a

particular srength in auditory or phonologica short-term memory, to the extent that Vicari,
Carlesmo, Brizzolara, & Pezzini (1996) have labelled language in WS as * hyper-
phonologicad”. Evidence for this position includes rdaively good performancein

phonologica short-term memory tasks, sometimes within the normd range (Mgerus,
Pamisano, van der Linden, Barisnikov & Poncelet, 2001). Phonologicd short-term memory
has been reported as advantaged relative to other aspects of the WS language system (Mervis,
Morris, Bertrand & Robinson, 1999). It is ardative strength found as young as 2%, the
youngest age tested (Mervis & Bertrand, 1997). In older children and adults, phonologica
fluency is claimed to be relatively advantaged compared to semantic fluency (Volterraet d.,
1996; Temple et d., in press). In tasks involving the memorisation of words, studies have
suggested a reduced influence of semantic information in recal (Vicari, Brizzolara,

Carlesmo, Pezzini, & Volterra, 1996; Vicari, Calesmo et d., 1996), asif participants recal
performance was based preferentialy on phonologica encoding. Indeed overadl, Bishop
(1999) has argued that WS demongtrates the importance of short-term memory for speech
sounds in determining the success of language devel opment.

2. Sengitivity of phonology: Auditory or phonologica processing may be ardative

grength in WS, but there are a so suggestions that the representations underlying this ability
are aypicd. Mgerus et d. (2001) have argued that good performance on these short-term
memory tasks might rely on lower-level acoudtic rather than phonologica short-term storage.
Using an event related potentid paradigm, Neville and colleagues found that individuas with
WS had activation responses to auditory stimuli that were less refractory and more excitable
than those found in contrals, a difference which did not extend to the visud modality (Neville,
Holcomb, & Mills, 1989; Neville, Mills, & Bellugi, 1994). Neville et d. (1994) proposed that

‘the hypersensitivity of the auditory system in Williams subjects may in part underlie the
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gparing of and the precocious and hyperfluent nature of [their] language, and the fact that this
development occurs following abnorma ddays in the acquisition of auditory language (p.
82). When Laing, Hulme, Grant and Karmiloff- Smith’ s (2001) investigated phonologica
awarenessin WS, they found sgnificantly lower levels of rhyme detection and phoneme
deletion when compared to reading-age matched controls, consistent with differencesin
phonologica representations.

If phonological representations suffer alack of robustness, this might predict
difficultiesin generdising phonologica regularities to novel exemplars. Evidence from past
tense and gender assignment studies discussed previoudy supports this prediction. In
addition, Grant, Karmiloff-Smith, Berthoud, & Christophe (1996) found that compared to
language- age matched controls, individuas with WS exhibited an exaggerated difficulty in
repeating nonwords with the phonotactics of aforeign language, asif their phonologica
representations were overly-focused on the phonotactics of their native tongue. Findly, in
their reading study, Laing et d. (2001) found a reduced ability in the WS group to generalise
their reading abilities to pronouncing nonwords, also congstent with insufficiently robust
phonologica representations.

3. Lexica-semantic impairment: In contrast to the idea that there is a particular

grengthin phonology in WS, an dternae view isthat there is a particular weaknessin
semantic processing. Volterra and colleagues have noted that grammatica problemsin WS
are epecidly evident with those aspects of morphology carrying out a semantic function; and
that individuas with WS perform better than menta-age match controls only in those areas of
language where semantic aspects are not involved. Indeed, we saw previoudy that early
vocabulary development appears to be characterised by reduced constraints from semantics.
Severa researchers have suggested particular anomalies in the WS lexical semantic system.

Rossen et d. (1996) proposed that anomalous activation dynamics, specificaly impaired
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inhibitory dynamics mediating context effects within the lexicon, lead to imprecise

knowledge of conceptsin WS and atypica vocabulary usage. These authors pointed to
corroborating evidence from event related potentiad measurements, in which individuaswith
WS exhibited an exaggerated signature of semantic processing (Neville et d., 1994). Neville
and colleagues viewed these data as cons stent with enhanced connections between related
lexica itemsin the auditory modality. Temple et d. (in press) concluded from dataon a
receptive vocabulary and a naming task that semantic representationsin WS are less well
specified and that accessto the lexicon isfast but inaccurate (though see Thomas, Dockrell et
a., 2002). Temple et d. speculated that this anomaly may lead to consequent problemsin
morphosyntax, with retrieva failures of irregular forms alowing over-extenson of regular
patterns. However, Zukowski (2001) suggested that her own data were consistent with the
ideathat children with WS were aware that irregular verbs had exceptiond past tense forms
(and so did not produce regularised forms), but were initialy unable to produce the correct
irregular form. In her sample, in severa cases further prompting then icited the correct form.,

4. Semantics lags behind phonology: It is possible that a semantics-phonology

imbaance could result from a relaive lag across developmenta time, whereby phonology is
in advance of semantics. The only existing study that addresses this possibility did not provide
supporting evidence. Nazzi, Paterson & Karmiloff-Smith (2002) found a delay in aspects of
Speech segmentation abilities of infants with WS that was only in line with their menta age,
arguing againgt any precocious speech processing abilities.

5. Impairment in integrating semantics and phonology: Another version of the

preceding hypothesisisthat the delay does not exist in the development of the component
abilities but in the integration of semantic and phonologica information. Severd authors have
suggested that such integration deficits exist in WS, Karmiloff-Smith, Tyler, Voice, Sms,

Udwin, Howlin, and Davies (1998) found that when individuals with WS monitored a
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sentence for atarget word, performance was disrupted by syntactic violations except when
those violations involved lexicaly-based information. This led the authors to propose that in

WS, thereisaddficit in integrating semantic information with phonologicad information in
real-time processing. Indeed Frawley (2002; see Thomas, 2002) has argued that WS should be
seen primaily as a disorder involving integration deficits between processng modules.

Boning, Campbdl, and Karmiloff- Smith (2001) specificaly investigated the integration

deficit hypothess using the McGurk effect, where audio and visud information are combined

to determine the recognition of speech sounds. Thelr results suggested integration was taking
place, athough more weakly than the controls, and that the WS group relied more heavily on
audio thet visud information.

In summary, these five sub-hypotheses argue that language in WS is anomalous (and
gpecid) due to adifferentid balance in the condraints that shape the language development
process. However, as these possibilities demongtrate, a precise characterisation of such
condraintsis till amatter of debate. Notethat it is at least possible that severd of the above
hypotheses could conjointly turn out to be true. For example, WS might congtitute a case
where there are differencesin phonology and in semantics, in asystem exhibiting generd
delay and overlying effects of mentd retardation.

Our next am isto introduce a connectionist modd that captures the devel opment of
past tense formation in the norma population, and then demonstrate how we may implement
each of the above hypotheses by changing theinitia congraints of this connectionist system.
Wewill then explore the ability of each manipulation to generate the behaviourd patterns

previoudy identified in the WS data.

Connectionist models of past tense formation
Connectionigt theories of past tense formation have converged on congruing this domain in

terms of an associative system that learns the relationship between the phonologica form of
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verb stems and their respective past tense forms, in the presence of lexica (or perhaps
semantic) information. Pest tense fits within awider morphologica framework of an
inflectiond system that learns dl such meaning- based modulations of word form, including
those for verbs, nouns, and adjectives. However, thisfull framework has yet to be
implemented (see Plunkett & Juola, 1999, for amodd combining verb and noun inflection).
In the full system, lexical- semantic information would be complemented by a specification of
grammatica class and required inflectiontype at input, to uniquely specify each inflected
form.

The main strength of the connectionist gpproach isthat the flexibility of the learning
systemsin which it isrooted makes it gpplicable to dl languages. It has the potentia to show
how the apparent distinction between regularity and irregularity (a digtinction without solid
cross-linguidic generdity) can emerge as a product of learning from patterns of frequency of
usage and phonologicd smilarity within a given language (Bates, 1991; MacWhinney &
Bates, 1989). Moreover, the models are fully implemented and well specified computationd
smulaions, making them highly testable and capable of making predictions even at the item
level (Hahn & Nakisa, 2000). Current models of past tense do still exhibit anumber of
weaknesses, however. Modds have tended to take a piecemedal approach to explaining
individua phenomena; nove generdisation does not dways match human levels, scded-up
models do not reach celling performance on acquiring irregular verbs, and smulations have
yet to be extended to multi-syllabic verb processng.

Aswe indicated earlier, the connectionigt theory isin keen competition with an
dternative account of past tense formation. Pinker’s Dua-Mechanism (henceforth DM)
modd (see Pinker, 1991, 1994, 1999; Pinker & Prince, 1988) proposes that regular past tense
forms and irregular past tense forms are processed by quditatively different, domain-specific

computational mechanisms. In contrast to the purdly associative learning mechenisms of the
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connectionist approach, the DM theory postulates a symboalic, rule-based system dedicated to
regular inflections for existing and novel forms, and a separate associative memory to store
the past tense forms for individud verbs, including irregular forms. The symbolic rule sysem
operates as a default when amemorised past tense form is not retrieved from memory.
According to the ‘rule-epiphany theory’ (Pinker, 1999, p. 194), during development the rule
system is not engaged until the presence of an inflectiond rule isidentified in the input
(presumably by some separate system). The developmenta phase of over-regularisation is
then taken to indicate temporary difficulties in co-ordinating the symbolic and associative
mechanisms.

The DM modd offers the benefit of explaining the high level of productivity that people
show in extending inflectiond regularitiesto nove forms, aswell asthe linguistic parsmony
of its account across different forms of inflection (Marcus, Brinkmann, Clahsen, Wiese,
Woest & Pinker, 1995; though see Hahn & Nakisa, 2000). The DM theory remains
computationaly unimplemented in specific sub-domains such as past tense because its
emphasis has been on awider scae project to characterise dl of language processng —
smulation of the entire language system is currently unfeasible. The disadvantage of the lack
of implementation in any given domain isthat it leaves the DM mode under-specified,
compromising its testability and predictive power. For example, it has yet to be demonstrated
that an implemented DM past tense modd could redlly work in the way it has been described;
or that its account of acquisition isaviable one; or that the assumptions that make it
(decriptively) adequate in accounting for English past tense performance would not make it
insufficiently flexible to account for patterns of inflectionsin other languages,

The lack of clear specification of aDM modd of past tense formation is particularly
problematic when it is gpplied to developmenta disorders. DM explanations of

developmentd deficitsin regular or irregular inflection are usudly traced to initid disruption
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to either the symbalic rule mechanism or the associative memory mechanism. But such an
account leaves open the extent to which, following initid damage to one mechaniam, the
initidly unaffected mechanism would have the ability to compensate acrossthe
developmenta process. It is a question that smply cannot be addressed with the current level
of detail a which the DM modd is specified.

The liveliness of the debate between connectionist and DM theories of inflectiona
morphology should not be underestimated. DM theories have made apped to awide range of
evidence of differentid processing, acquisition, and breskdown of regular and irregular
inflection to subgtantiate the dlaim that quditatively different mechanisms are involved. This
includes, as we have seen, clamsfor double dissociations in both acquired and developmental
disorders, but aso evidence from brain imaging in aduts, and psycholinguigtic evidence of,
for instance, different frequency effects, semantic effects, and priming effectsin regular and
irregular verbs. However, both theories respect the distinction between phonol ogy-based
regularities and word-specific information, and currently, it gppears that such adigtinction is
sufficient to generate disparitiesin performance between regular and irregular inflection
without gppedling to quaitatively different types of underlying computation (Lavric,
RPizzagdli, Forgmeier, & Rippon, 2001) (see Thomas & Karmiloff-Smith, in press g, for a
discusson of amulating past tense dissociations with connectionist models).

Our approach in this article isto consider how initia parameter changesto an
implemented computational model can account for atypica patterns of development. Given
that no existing computationa mode offers a true implementation of the DM theory (Pinker,
pers. comm., December 2001), our smulations will be limited to the connectionist gpproach.
Nevertheless, some implemented modes have been viewed by DM theorigts as being more
consistent with what isintended in DM theory. Thus Marcus (2001, p. 80) describes Hare,

Elman and Daugherty’ s (1995) smulation as * effectively implementing’ the rule-and- memory



Modeling atypica language 28

moddl, and Westermann and Goebel’ s (1995) smulation as ‘the model that comes closest’ to
an implementation (Marcus, 2001, p. 72; see dso Goebd & Indefrey, 1999; Westermann,
1998 for ardated constructivist modd). Moreover, Taatgen & Anderson (2001; Taatgen,
2001) have recently put forward an implemented mode based on a hybrid rule and memory
architecture (ACT-R), which has smilarities to the DM approach. When we come to consider
the generdity of the findings from the connectionist mode, these other moddswill giveusa
more concrete basis to eva uate whether startstate manipulations will generaise across models
with different architectures or to the DM modd itsalf. Until then, however, our focus will be
on the connectionist gpproach, and in the next section, we specify the model that condtitutes

our basdline of normal development in past tense formation.

The Normal (baseline) past tense model

For our basdine model, we employed a version of Plunkett and Marchman’s (1991, 1993,
1996) amulation, modified by the addition of lexica-semantic representations in the input
layer. In contrast to subsequent, larger models trained on redlitic corpuses, the Plunkett and
Marchman (henceforth P& M) mode used an atificia language representative of the past
tense domain. The P&M model has been criticised on a number of ground. It istherefore
important to understand why we used this modd. There are two reasons.

Thefird isthat, despite the emergence of subsequent modds, the P& M modd remains
the one most carefully gpplied to and rigoroudy tested againgt red developmenta data. Its
strengths and wesknesses are therefore well known and its behaviour thoroughly understood.
As abasdline developmenta modd, it offers asolid (dthough not perfect) foundation
Importantly, we do not believe that its smplifications invalidate the conclusions we can draw
on the relative effects of atypicd developmenta congraints.

The P&M mode used a multi-layer perceptron to learn to map verb stemsto past tense

forms andogous to the mappings found in the English past tense system. The authors
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systematically explored competition effects between different inflectiona paradigms, and the
effects of type and token frequency on regular and irregular forms. They demonstrated that in
their network, U-shaped learning was like in red language acquidtion amicro phenomenon,
occurring not globally but for different irregular verbs at different times, and that
overregularisation can occur without the externaly imposed discontinuities in the training set
employed by Rumehart and McCleland (1986). A gradud and incrementa increasein the
gze of thetraining set, equivaent to vocabulary growth in the child, caused the network to
undergo a reorganisation resulting in ashift from amode of rote learning to a systematic
treatment of verbs. The reorganisation was respongible for the onset of overregularisation in
the network, as well as generdisation of the regular form, and was driven by acritical mass of
regular verbs in the vocabuary set (see Marchman and Bates, 1994, for smilar evidence for
children’ s regularisation). Overdl, the authors argued that the mode produced a
developmentd trgectory and pattern of errors comparable to children acquiring the English
past tense.

In adetailed andyss, Marcus (1995) criticised the mode on severa grounds. Perhaps
the mogt serious were that the mode did not show overregularisation errors unless haf the
input vocabulary was regular, conflicting with empirical data of overregularisstion errorsin a
child a a point when regulars formed less than 36% of the tokens of the parenta input to the
child (Marcus et d., 1992); and that the onset of overregularisation was Hill the result of an
externdly applied discontinuity in the incrementa training regime. Plunkett and Marchman
(1996) responded that with regard to the onset of overregularisation, the relevant proportion
of regular verbs was not a function of parenta input but of the vocabulary thet the child
knows — for the child in question, the latter proportion of regular verbs types was substantialy
higher than that for irregulars, supporting aregular ‘ critical mass explanation for

overregularisation errors. Moreover, Plunkett and Marchman demonstrated that in their
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model, discontinuities in the training regime were neither a necessary nor a sufficient

condition for overregularisation errors — such errors bore a non-linear relationship to the mass
of regular verbsin the training set. Overdl, P&M concluded that the assumptions of the

model were reasonable and vaid, and that the modd offered important insights into the
factors determining language acquigtion.

The second reason why we employed this modd was that its limited training set of 500
triphonemic strings provided a tractable framework within which to examine issues rdevant
to therole of initid network condraintsin smulaing imparments in developmenta
disorders. Moddling involves making sufficient smplifications thet the modd can practicaly
addressiits theoretical ams, while attempting to avoid compromising the vaidity of its
assumptions. Plunkett and Juola (1999) have demonstrated that the P&M mode scalesup to a
more redigtic corpus, and thus that its assumptions are reasonable. While accepting the
limitations of the P& M mode, we argue that it nevertheless permits a vaid consideration of
the effect of network congraints on the trgectory of development, on the relative difficulty of
acquiring regular and irregular inflectional mappings, and on the generdisation abilities of the
network.

Theissue of tractability isared one here, because our framework will ultimately
require condderation of the modd’s developmenta performance through variaionsin 10
dimensons, induding variaions in the learning rate, the phonological code, the semantic
code, the integration of the two codes, and other parameters such as network architecture,
hidden unit levels, type of learning agorithm, and level of internd noise. We believe that the
advantage of our approach liesin its systematic and innovative comparison of competing
hypotheses concerning the cause of developmentd deficits. To a degree, this advantage is

purchased a the expense of smplifications to the basdine modd.
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One example of theissue of tractability arises when we come to add lexical-semantic
information to the input of the mode. The comparison of phonologica and lexica-semantic
influences is akey focus of our investigation, and a number of past tense modds have
incorporated both sources of information in acquiring inflectiona morphology (e.g., Cottrell
& Plunkett, 1994; Hoeffner, 1992; Joanisse & Seidenberg, 1999; Plunkett & Juola, 1999;
MacWhinney & Leinbach, 1991). However, there is no theoretical consensus on how word-
gpecific information should be congtrued as condraining inflection. Therefore thereis no
consensus on how lexica-semantic information should be represented in these models. Some
researchers have merely provided lexicd information to the network, where a separate input
unit indexes the identity of each word in addition to its phonological form (eg., Joanisse &
Seidenberg, 1999). Others have used distributed representations in which meanings are
represented by random binary patterns (e.g., Hoeffner, 1992; Plunkett & Juola, 1999), or
congtructed according to a pre-defined semantic feature set (e.g., MacWhinney & Lenbach,
1991). Y et others have proposed structured semantic representations, with exemplars
probabiligticaly clustered around prototypes, again in adistributed formet (e.g., Cottrell &
Plunkett, 1994; see aso Plaut, 1995a; Plunkett, Sinha, Mdller, & Strandsby, 1992). However,
no systematic comparison exists that charts the effects of each form of representation on the
acquigtion of inflectional morphology, despite the theoretical issues involved [Footnote 2].

Since our investigations involved formulating precise implementations of disruptions to
lexica-semantics, we had to commit to a particular form of representation — but the effect of a
given disruption could crucialy depend on the chosen form. The appropriate response was to
run our Smulationsin triplicate, usng three different representational formats for lexical-
semantics (locaigt, arbitrary distributed, prototype distributed), and compare the effect of
disruptions in each case. Even this extension of the modd cannot unfortunatdly take into

account the fact that the structure of lexical-semanticsis likely to develop across the age band
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from which our empirica data are drawn. Such a consderation was, however, beyond the
scope of our mode!.

One of the smplifications we made to accommodate these additional smulations was to
train the mode on the entire corpus rather than on an incrementaly increasing vocabulary set.
Although an incrementd training set has a higher vadidity, network performance can be
sengtive to the compostion of the initia smal vocabulary set. In consequence, extra
replications of the modd are required to factor out this source of variability, adding to the
amulation time. Plunkett and Juola (1999) have demonstrated that compared to incrementa
training, whole corpus training (used by most past tense models) does not affect the fina
generdisation ability of the network, and till affords a vaid consderation of the relaive
difficulty of acquiring regular and irregular inflectiona forms. In consequence, the modd did
not smulate an early period of error-free performance on asmdl set of regular and irregular
verbs. In any case, the data we seek to mode iswell beyond this period (from 10 yearson in
the WS sample, 5¥2 years on in the typically developing sample), and no empirica evidence
exigs that would alow usto link errorsin inflectionad morphology in WS to early vocabulary

and so condraint the modd in an incrementd training regime agppropriete for WS,

The target empirical data for Williams syndrome

Figures 1 &) and b) show the empirica results from Thomas et d. (2001) for regular and
irregular verbs, and generalisation to nonce items. Figure 1a compares the performance of
individuas with WS againg a sample of typicaly developing individuas on a past tense
eicitation task, plotted againgt increasing chronologica age (CA). The task involved regular
verbs (look-looked), irregular verbs forming their past tense by a central vowe change (swin-
swam) or a central vowel change and final consonant change (think-thought), nonsense verbs
not rhyming with any exigting irregular verbs (brop), and nonsense verbs which rhyme with

an exiding irregular (crive, cf. drive-drove). Figure 1b shows the performance of the two
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groups againgt increasing verba mental age (VMA), assessed using a standardised vocabulary
test. For CA, regression analyses reveded overdl poorer performance in the WS group, and a
greater deficit for irregular verbs than regular verbs. When vocabulary-based VMA was
controlled for, adight overdl disadvantage remained for the WS group, but now there was no
differentid deficit for regulars and irregulars. However, there was a Sgnificant interaction
whereby generalisation showed a greeter deficit between control and WS group than did
performance on existing verbs. Both groups generdised the ‘add —ed’ regularity more

strongly to non-rhyming nonsense terms than irregular-rhyming nonsense verbs. Figure 1
shows illudtrative data with participants split into age bins. Our smulations will focus on
attempting to capture the differentia developmentd trgectories (across items and across

groups) extracted from these data using regression anayses.

Insert Figure 1a & 1b about here

In sum, our main focusis to examine which initid manipulations produce the following

pattern: 1. equal delay for regular and irreqular inflection; 2. areduction in generalisdtion to

nonce terms. However, given the dternate claims made for WS, we aso examine which
manipulations produce an exaggerated delay for irregular past tense formation. The
hypotheses that we derived from the WS empiricd literature were implemented in the

following ways, summarised in Figure 2.

Insert Figure 2 about here

I mplementing the hypotheses for differential constraintsin WS language

acquisition

Hypothesis (1) — WS pagt tense performance is explained by agenera delay in lanquage

devel opment in individuas with mental retardation Under this hypothes's, poorer
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performance in forming the past tense of exigting verbsis explained by generd language
delay. Reduced generdisation is explained as a consequence of dower development, or by an
untested proposd that individuas with low |Q have a particular difficulty deding with
nonsense termsin inflectiond dicitation paradigms. Newfield and Schlanger (1968) reported
such adifficulty with amixed group of individuas with unspecified mental retardation, but
close ingpection of these data suggest generaisation in line with poorer performance on
exiding verbs. There are two disadvantages with the delay / difficulty-with- nonce-terms
approach. Firgt, an gppedl to generd language dday in WS is unsatisfactory snce the dday is
not uniform across dl agpects of WS language (e.g., grammar is more delayed than
vocabulary). Second, the proposa that nonce terms are ingppropriate stimuli for this group
would deny us the ability to evauate the productivity of morphosyntax in developmentd
disorders with mental retardation. However, in the case of WS at leadt, individuds have not
demongtrated problems dedling with nonce terms per se. Karmiloff-Smith et a. (1997)
reported that individuas with WS repesated nonce terms more accurately than MA controls
(Karmiloff-Smith et d., 1997), and with respect to morphology, Levy and Hermon (in press)
found that individuas with WS demongtrated no problems in understanding the task of
inflecting nonce terms in a study where generalisation was nevertheless reduced. The
hypothesis of genera delay was implemented by reducing the overdl learning rate in the past
tense modd!.

Hypothesis (2) — WS past tense formation is based purely on the extraction of phonologica

reqularities and does not employ congtraints from lexica-semantics. Given evidence that

individuas with WS may be * hyper-phonologicd’, this hypothes's proposes that deficits
occur due to afalure to employ lexica-semantic informetion about specific verbsin learning
phonologically based regularities. On the face of it, this hypothesisis contradicted by

evidence, since Thomas et d. (2001) reported a stronger semantic effect in irregular past tense
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formation in WS than typicaly developing controls. Nevertheless, in our smulation, we
sought to examine the effect of focusing on phonology aone by excluding lexica-semantic
information from the training s&t.

Hypothesis (3) — WS padt tense formation combines phonologica and lexicd-semantic

information, but isimpaired due to atypical phonological representations. This hypothess

proposes that greeter auditory sengtivity in WS leads to phonologica representations that
include too many features of the native language, because of afocus on exemplar learning.
Such representations might cause adelay in acquiring the past tense, and form an insufficient
basis for robust generaisation.

The available empirical evidence does not congtrain this hypothesis very strongly. There
are suggestions that WS performance may rely on phonologica representations thet are less
abgtracted from acoudtic detail; that the auditory system in WS has high tempora sengitivity;
and that in tasks involving nonword repetition and morphosyntax, generdisation is reduced.
Severd connectionist modeds have established that reduced smilarity in the phonologica
representations can lead to decreased generdisation, for instance in the smulations of
Rumelhart and McClelland (1986) and Seidenberg and McClelland (1989). However, these
models employed psychologicaly implausible coding schemes. To evauate this hypothess,
we explored the implications of reducing the representationd smilarity between different
phonemes, whilst retaining a psychologically plausible coding scheme. We therefore retained
adistributed code based on articulatory festures, either reducing or increasing the number of
available features to provide a continuum of similarity on which phonological representetions
could vary. In effect, this manipulation stretched or compressed phonological smilarity space.
We assume that in WS, such an anomay would be the outcome of disruptionsto an earlier
developmenta process that derives (native) speech-based representations based on lower-

level auditory information. Reduced- s milarity representationa codes employed longer
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vectors to discriminate the full phoneme set. Therefore as a control, we aso examined the
effect of increasing phonologica redundancy, that is, of using longer vectors which retained
the same amilarity.

Hypothesis (4) — WS padt tense formation combines phonologica and lexicd-semantic

information, but isimpaired due to less activated or atypicaly structured lexica-semantic

representations. Temple et d. (in press) and Clahsen and Almazan (1998) have both argued
that anomalies in accessng word-specific information may lie at the root of problemsin WS
morphosyntax, and Pinker (e.g., 1991) has argued by anaogy to acquired disorders that
lexica-semantic deficits could be implicated in WS past tense performance. Thomas et al.
(2001) maintained that evidence of an increased semantic (imagesability) effect in theirregular
responses of their WS group might be explained by areduced lexica- semantic contribution, a
clam which we examinein the following smulations. It is not yet clear whet the nature of the
proposed semantic anomaly in WS might be. It could involve representations that are less
strongly activated or more dowly accessed; or it could involve anomalous lexica-semantic
organisation, such as Temple et d.’s suggestion of ‘looser’ representations (in press). Clahsen
and Almazan (1998, footnote 18) provisonaly argued againgt a generd lexica-semantics
deficit, in favour of amore circumscribed deficit in accessing a particuar sort of information
linked to irregularly inflected lexicd items.

We consdered three specific implementations of the lexical-semantic hypothesis.
Firgt, we reduced the activation levels of the lexical-semantic units by 50%, weekening their
contribution to the past tense mapping problem. This condition might dso be viewed as
equivalent to dower on-line access for thisinformation. Second, we generated anomalous
organisation of exica-semantic representations by freezing noise into the activation patterns
(severd noisy versons were crested and the results averaged across them). Third, for the

version of lexical semantics that employed a prototype organisation, we examined the
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implication of increasing the overlap between the categories, effectively blurring semantic
diginctions. In addition, we evaluated Thomas et d.’s suggestion that increased imagegbility
effects might emerge in past tense performance because of areduced contribution from lexicd
semantics. Following Plaut and Shallice (1993; see dso Plaut, 1995b), we assumed that
abstract meanings employ fewer diagnostic, context-independent festures than concrete
meanings. We then evauated the effect of feature numbers on past tense performance when
the activation of lexical-semantic units was attenuated. Findly, given the links that Pinker has
drawn between WS and norma adults with acquired lexica-semantic deficits, we contrasted
the effect of startstate anomaies with the same damage applied to the endstate or * adult’
modd, in adirect comparison of the implications of developmenta vs. acquired deficits (see
Joanisse & Seidenberg, 1999).

Hypothesis (5) — WS padt tense formation is impaired due to afailure to properly integrate

phonologica and lexica-semantic information during devdopment. Under thisview,

phonology and lexical- semantics may have typica organisation, but problems arisein
combining these sources of information. Again, we consdered severa implementations of
this hypothesis, given its currently vague specification. First, we introduced on-line noise into
the information arriving from the semantic layer, thereby interfering with its ability to religbly
congtrain the phonological mappings. Second, we reduced the learning rate of the weights
connecting lexica-semantic input and the hidden units, again limiting the on-line influence of
thisinformation. Finaly, as a more trandent measure, we delayed the developmenta
avalability of lexica-semantic information such that phonologicaly-based representations
were dready established prior to the onset of |exical-semantic condraints.

In the introduction, we raised severd methodological issues entailed by the Strategy of
accounting for developmental disorders within the parameter space of a computational mode!.

In the next section, we discuss four of these issues. how one defines a‘normal’ mode; how
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individua variability in disorder groups is addressed; the best way to fit Smulation resultsto
atypical data; and the flexibility of the chosen modd. The reader who wishes to concentrate

on the results of the WS smulations may wish to skip this section.

M ethodological issues

What definesa‘norma’ modd ?

When one congtructs a computational modd of atypica development, implicitly one must
have accepted the validity of a given modd of typica development. But how do we decide
what the norma modd is? A modd comprises arange of initid assumptions regarding the
network architecture, the nature of the input and output representations, the training regime,
the learning dgorithm, and so forth. Each of these decisons may be crucid in producing a
developmentd trgjectory that matches the empirica data from the norma population. To what
extent are these initiad decisonsjudtifiable? Let us take the Plunkett and Marchman modd as
an example.

The origind three-layer architecture was used by the authors because pilot studies
revealed that a network without hidden units could not learn both regulars and irregulars to
caling. With regard the representational scheme, P&M did not am for an accurate rendition
of English phonology, merdly a coding scheme that reflects a trade-off between accuracy and
economy of representation, given the particular set of phonemes used in these amulations
(1991, p. 51). However, P&M did not suggest why such atrade-off isimportant. The number
of hidden units was determined to optimise performance both on the training set and on
generdisation. The training regime was chosen to reflect the language avallable to the child in
his or her environment, an issue that P&M consdered quite carefully by varying the nature of
the training regime across arange of amulations.

In sum, while some of the modd’sinitid assumptions were judtified, severd decisons

were made in order to Smulate the correct pattern of empirica data. In the main, the P&M
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mode is defined as normd by virtue of the fact that it captures the pattern of data for normal
children (Plunkett, pers. comm., August 1999). And this holds for the vast mgority of current
modds of norma cognitive deveopment. In line with this position, in our Smulations, we
chose a basgline parameter set in order to provide an adequate fit to the normal data from the
Thomas et d. (2001) study.

Moddling individud variability in disorder groups

Clinica populations usualy show quite wide individua differencesin the severity of disorder.
Thisisdso true of Williams syndrome (see Thomas et d., 2001, for detailed discusson of
relevant data). However, atypica models usualy am to capture group performance. Thiswas
our gpproach in the following smulations. Nonetheless, where individud variahility in the
behavioural measures of a disorder group is explicitly traced to the underlying disorder itsdlf
(rather than to task variability or to ‘normd’ individud differences), then the modd should be
able to capture this variability within its parameter soace. It is not dways empiricaly
graightforward to make such distinctions, and the theoretica relationship between individua
differences and aypicd development has yet to be clarified at a computationd leve.
Elsawhere, we have begun to explore these issues (Thomas & Karmiloff-Smith, in press, b),
including a consderation of the consequences this relaionship for empirica methodology in
sudying developmenta disorders (Thomas, in press). Nevertheless, theories of developmenta
disorders tend to assume in the first instance that each disorder has an underlying cognitive
architecture, masked by individua differences and measurement variability. The Smulation of
group datais motivated by this latter assumption.

Matching the mode to atypicd data

In the kinds of computational modd used to Smulate deficitsin disorders such as autism,
dydexia, and SLI, there gppears little independent basis to establish that parameter

manipulations are of the correct absolute Sze. In line with these models, our am in the
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following smulations was to take a basdine condition and examine the rddive effects of
dterationsin initid network congtraints. We ask, which congtraints push the modd’s
behaviour in the direction of the dinica group? However, following on from the previous
section, the extent to which a given manipulation can vary the * severity of the disorder’ is of
interest. We therefore report not just the relative effect, but dso its outer bound, asfar asthis
could be established. It should be noted, though, that our explorations were predominantly of
main effects of individual parameters. As we shall see, more severe cases may represent
higher order interactions between parameters, exaggerating the effect of the each parameter
on itsown.

The fact that many disorders show overdl developmenta delays presents a problem in
matching smulation data to empirica data. For example, for the WS data, should we match
past tense performance againgt increasing chronological age or verba menta age? Both
confound severity of disorder with leve of experience, given that the data are cross-sectiond.
A VMA-match enables one to compare the disorder group to controls with an equivaent level
of domain-gpecific achievement, and this may thus seem more appropriate. However, the
model does not have a‘verba mentd age’, only its performance within the past tense domain.
Indeed, matching on VMA is not theoreticdly neutrd: it places the causd origin of any delay
outside the past tense system. But in WS, the level of ddlay varies across different aspects of
language, with syntax and even morphosyntax lagging behind vocabulary (Thomas et d.,
2001). Our decisionwasto match against CA data, but also to check that when leve of
regular performance was controlled for, irregular verbs should dso fal in line with the
basdline condition. This comparison is equivaent to Thomas et a.’s demondration of an
equd delay for each verb type. It is a necessary comparison because, as in the empirica data,
the lag between regular and irregular past tense acquisition in the norma population can

Ccregte an gpparent salective deficit for irregular verbs merely under conditions of delay.
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How flexibleis the modd in capturing different patterns of data?

Many of theinitia connectionist modds of developmental disorders demongtrated that
vaiation in asingle parameter of amodd of typica development dlowed it to fit datafrom a
target disorder (e.g., reduced hidden units for surface dydexiain amode of reading — Plaut et
a., 1996; increased hidden units for autism in amodel of categorisation — Cohen, 1994,
1998). Do these respective modestell usthat behavioura imparments are necessarily caused
by dterationsin interna representationa resources? Assuming that each ‘norma’ mode is
vdid, the answer depends on whether the manipulation in question is the only way that the
model could have fitted the atypica data. But if many parameter manipulations aso permitted
agood fit to the atypica data, then the modd will not particularly congtrain our theoretical
view of the differences that shape the developmenta trgjectory. Our find am in the present
set of amulations, therefore, was to gauge the background flexibility of the modd in fitting

the target data. Notice that we never trained the moded on the particular pattern of datawe
wished to fit (see Massaro, 1988). Rather, we dtered the initia congtraints of the model and
examined whether agiven atypica pattern of data emerged as a product of training. To
explore the background flexibility of the model, we varied parameters including the network
architecture, the number of hidden units, the level of noise in activation levels, the plagticity

of the learning dgorithm, and the discriminability of the processing units.

Simulation details

Training and generdisation sats

For our training set, we used the “phone’ vocabulary from Plunkett and Marchman (1991, p.
70). The sat comprised 500 triphonemic verb stems created by combining consonants and
vowes (from a set of 32) into three possible templates conforming to the phonotactics of
English (CVC, CCV, VCC). Past tenses could be regular (addition of /d/, /t/, or /"d/

conditioned by the find phoneme of the stem) or irregular. Irregular past tenses were of three
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possible types: arbitrary, no change, or vowe change. The origina set comprised 410
regulars, 2 arbitrary, 20 no-change, and 68 vowel-change, to which we added 8 additiona
arbitrary past tensesto alow finer graduations of performance (2 verbs only dlowing levels
of 0%, 50%, or 100%). Following P&M (1991), the verbs were given afrequency structure.
For computationa convenience, frequency was implemented by mediating the waight change
generated by the difference between the actua output and the target output (Plaut et dl.,
1996). Filot smulations showed this to have no significant effect on network performance.
The weight change of high frequency arbitrary verbs was multiplied by 0.9 during agiven
training presentation and that of low frequency arbitrary verbs by 0.6. The weight change of
al other high frequency verbs (regulars, vowe change, and no change) was multiplied by 0.3
and of dl other low frequency verbs by 0.1. Although this frequency structure was included in
the training set in line with the P& M artificia vocabulary, we did not consider frequency
effectsin the results of the smuletions

A large novd verb set of 572 items was created to test generdisation. Nove verbs could
be of three types. They could ether share two phonemes in identical postions with an
exigting regular verb (410 items); share two phonemes with an exigting irregular verb (10 with
arbitrary, 76 with vowe change, 20 with no-change verbs); or share only one phoneme with
any verb in the training set (56 items). Items sharing two phonemes with no-change verbs
were congrained to end in an aveolar consonant (/t/ or /d/). In mapping to the Thomas et d.
(2001) empirical data, nove items sharing two phonemes with regular verbs were taken as
equivaent to ‘non-rhymes and those sharing two phonemes with irregular verbs as
equivaent to ‘rhymes, sncein that sudy, rhyming was defined with reference to irregular
verbs.

L exical-semantic representations
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In the absence of a consensusin the literature on the appropriate form of lexica-semantic
representations (at leadt, at they interacted with the inflectiona morphology system), three
codes were created and compared.

Locdig: The lexica-semantic input layer contained one unit for each of the 508 verbsin the
training s&t. This scheme embodied the proposal that lexical-semantics condrains inflectiona
morphology by indexing the identity of words, but not representing any smilarity between
them.

Arbitrary digtributed: This and the following scheme embodied the proposd that semantic

structure can influence morphological operations. Binary patterns were created at random
across 200 arbitrary semantic features. We followed Plaut et d. (1996) in assuming that
semantic representations are sparse, such that each word activates few of the possible
semantic features, and each semantic feature participates in the meanings of few words. Each
feature had a probability of 0.08 of being active in a given meaning. The number of features
active in the 508 patterns ranged from 7-27. To examine the effect of imagesbility, we defined
concrete meanings as those with more than 21 features active, and absiract meanings as those
with lessthan 13 features active. Thisyielded 37 concrete and 51 abstract regular verbs, and 9
concrete and 7 abstract irregular (vowel-change) verbs.

Prototype digtributed. Twenty prototype patterns were created at random over 200 semantic

features, where each feature had a probability of 0.15 of being active. From 12 of these
prototypes, 25 exemplars were generated by flipping each unit fromO0to 1 or 1 to O witha
probability of 0.05, and from the remaining 8, 26 exemplars were generated, yielding atotd
of 508 exemplars. These were assigned randomly to the verbsin the training set.

Note that when nove patterns were gpplied to the network, no input was supplied to
lexica-semantics. It is possible that in human participants, nonsense terms actudly creete

sub-threshold ‘ pseudo- meanings , lexica-semantic activation which aids generdisation. In
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pilot smulations, lexica- semantic representations were unable to provide arobust basis for
generdisation of past tense regularities (*+ed’ generdisation levels: 13% for locaist codes,
5% for arbitrary, and 1% for prototype). For smplicity, generalisation was examined purely
on the basis of phonologica smilarity. Pilot Smulations aso reveded that when past tense
forms were computed solely on the basis of the lexica-semantic smilarity, there was no
difference in performance between those designated as regular or irregular past tenses,
suggesting that the encoding of meaning was neutra to this distinction.

Traning and tesing regime

Networks were initidised with connection weights randomised between +0.5. Networks were
trained by exposure to the entire training corpus for 5000 epochs with alearning rate of 0.01
and amomentum of 0. Pattern presentation was in random order without replacement.
Network performance on training and generalisation sets was tested at 10, 25, 50, 100, 250,
500, 1000, 2000, and 5000 epochs. Weight changes were caculated using the
backpropagation dgorithm (Rumehart, Hinton & Williams, 1986) and the cross-entropy error
measure (see Hinton, 1989).

Testing was performed using a nearest neighbour procedure. For a given output, the
pattern of activation in each phoneme position was converted into the pattern for the closest
exiging phoneme, using Euclidean distance. This‘cleaned-up’ version was then tested to see
whether it was identical to the target output, or corresponded to severa possible aternatives
(regularisation, irregularisation, no change, blend, or other). Reported performance scores are
the proportion of outputs whose ‘ cleaned-up’ versions corresponded to the target outpuit.
Under a more stringent te<t, the cleaned-up version was only accepted if the summed squared
error between the target and origind output was less than athreshold, set a 0.1. While
lowering scores during learning, this more stringent test did not change the qudlitetive pattern

of the data, and so the results are not reported here.
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Parameter manipulations

Delayed devel opment: Delayed development was smulated with adower learning

rate of 0.001.

Pure phonology: The pure phonology hypothesis was examined by training the network

without the lexical- semantic component of the model. Mappings were learnt between
phonologica representations of the verb stem and past tense form adone.

Phonologica representations. The origind P&M coding scheme employed triphonemic

srings, with each of the three positions represented by a distributed coding of the phoneme
over 6 units. One unit represented consonant or vowel, one unit represented voicing, two units
represented manner of articulation, and two units represented place of articulation. The output
layer included two additiona units to represent four possible past tense inflections, /d/, /t/,

/"d/ and no inflection, coded in a distributed fashion. The phonologica input layer thus
comprised 18 units and the output layer 20 units. We refer to this as a 6-bit representationa
scheme,

Phonology with reduced smilarity: To contrast with the 6-bit representational scheme, a

second distributed code was designed, based on standard linguigtic categorisations (Fromkin
& Rodman, 1988) and coded over 19 binary features [Footnote 3]. Since this scheme used a
longer vector to represent the 32 phonemes, the smilarity between each phoneme was less.
Two further digtributed coding schemes were created. One employed 13 features and offered
an intermediatdy level of amilarity. One employed 26 features and offered a further

reduction in smilarity. The 13-bit code was created by deeting 6 of the features of the 19-bit
code (+coronal, back, nasdl, laterd, centra, diphthong). The 26-bit code was created by
adding 7 dummy features, 3 producing extra contrasts between vowes, 4 producing extra
contrasts between consonants. Similarity was reduced since few of the phonemes possessed

these additiond phonemes. We make no linguistic claims concerning the form of these
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representations. They merdly create a Smilarity gradient that alows usto investigete the
impact of reduced smilarity on past tense performance, while retaining the principle of
disgtributed feature-based representations of phonology. Accordingly, the mean angle between
two phonemes increased from 55.4° (standard deviation 16.3°) in the original P&M code to
57.3° (16.2°) in the 13-hit code, 61.4° (14.4°) in the 19-bit code, and 64.7° (13.4°) inthe
26-hit code, where 90° sgnifies zero amilarity. Findly, extended representations of the
inflectiona affix were assigned to the new codes, distributed over 4, 5, and 6 bits for the 13,
19, and 26-bit codes respectively.

Phonology with increased redundancy: The above reductions in smilarity caused the

phonological input and output representations to take on increasing Size (input/output units: 6-
bit: 18/20; 13-bit: 39/42; 19-bit: 57/62; 26-bit: 78/84). To check what effects anincreasein
the size of the input and output layer would have in the absence of marked changesin
amilarity, three further coding schemes were constructed which possessed increasing levels
of redundancy. Accordingly, the origind P& M code for each phoneme was duplicated n
times. Duplication of the codes aso introduced some noise, whereby in the duplication
process, a bit was flipped from 1 to 0 or 0 to 1 with a probability of 0.2. Noise was added
under the assumption that redlistic representations with higher redundancy are unlikely to be
pure replications of the concise format. Once the duplicated code for a given phoneme was
created, this code was then used across dl smulations. Three values of nwere used, 2, 3, and
4, to be referred to respectively astimes2, times3, and times4. This created networks with
phonologica input/output layers of 36/40, 54/60, and 72/80 units respectively.

L exica-semantic deficits. Attenuated semantic input was implemented by reducing the

activation of units by 50%, so that binary features were either O or 0.5. Anomaous semantic

organisation was implemented by adding noise to the norma lexica-semantic codes, with a

gaussian digtribution and avariance of 0.1. Activation levels were cropped so that they could
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not exceed the maximum and minimum levels of 1 and 0. The noisy verson was then frozen

and employed as usud in training. Three versions were created for each lexica-semantic

code, and results averaged across them. For the prototype code, blurring of semantic
categories was implemented by applying an additiona probability of 0.05 that features would
flip their sate in each exemplar, thus increasing the overlap of the prototype structure.

Integration deficits An integration deficit was Smulated in three different ways. First,

gaussian noise was added to the activation levels arriving a the hidden layer from the lexical-
semantic input units. Performance was examined under noise levels with variances of 0.05,

0.1, and 0.2. Second, delayed developmentd availability was Smulated by de-activating the

lexica-semantic layer until acertain point in training, either epoch 50, 250, or 1000. Third,
the learning rate of the connections between the lexical- semantic layer and hidden units was
reduced compared to that in the rest of the network. Four rates were initidly examined, at
50%, 25%, 10%, and 1% of the learning rate in the rest of the network (0.01).

Background parameters

Architecture: In addition to the standard 3-layer architecture, four other architectures were
examined. We used a 2-layer network, a 4-layer network with 25 hidden unitsin each layer
(splitting our ‘normd’ level of 50 between two hidden layers), a4-layer network with 50
hidden unitsin each layer (duplicating our ‘normd’ level in each layer), and afully-connected
architecture in which the input layer was directly connected to the output layer aswell asviaa

sngle hidden layer with 50 units.
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Hidden units. The effect of hidden unit resources was examined in the 3-layer net. Vaues of
10, 20, 50, 200, 500, and 1000 were used, with 50 units congtituting the normal condition.
Note that 500 units corresponds roughly to 1 unit per verb in the training set, and 1000 units
to 2 per verb.

Noise in generd activation levels Gauss an noise was added to the activation levds of units

in the hidden and output layers, with variances of 0.025, 0.05, 0.1 and 0.2.

Pladiicity of learning agorithm: In the basdline condition, the backpropagation agorithm was

used with the cross-entropy (CE) error measure. The agorithm was aso run with the summed
squared error (SSE) measure. The latter version produces less weight change for a unit when
it iscommitted to an erroneous response, and is therefore aless plagtic algorithm. In addition,
we used the SSE measure with the sgmoid prime offset (SPO) (Fahlman, 1988; see
Bullinaria, 1997). This parameter servesto increase the pladticity of the network by adding a
fixed congtant to the derivative of the sgmoid activation function. Pilot studies suggested that
the SPO, set at 0.1, offered aleve of plasticity intermediate between CE and standard SSE.

Discriminability of processng units The discrimination ability of a processng unit

corresponds to the stegpness of its Sgmoid activation function. The output of a processing
unit is defined by the equation

1

1 +e - (netinput/Tenperature)

Output =

where net input is the summed activation arriving at the unit (including its bias), and where
the Temperature parameter controls the steepness of this function (see e.g., Hinton &
Sgnowski, 1986). Three values were used, T=1.00 (normd), T=0.25 (high discriminability),
and T=4.00 (low discriminability).

|nteractions

In addition to the main effects of each of the preceding varigbles, we adso examined two

interactions. First, we looked at whether dterationsin the lexicad-semantic code moderated
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the effect of changesin phonology. Second, since we had atered the basic structure of the
P&M mode by the addition of |exica-semantics, we checked how this had dtered the
behaviour of the system by comparing the effect of the background parameters in the presence
or absence of |exical-semantic information.

Replications

Data were averaged over 6 runs of each network using different randomised sarting weights.
Standard errors were typicaly smdl, and for clarity, some figures do not include error bars.

Differences reported in these figures were dl reliable.

Results

The ‘norma’ modd

In line with the previous discussion, we chose as our ‘normd’ or baseline mode the
parameter set which gave a best fit to the normd trgectory of development, and to the find
levels of performance. When lexica- semantic representations were added to the origind
P& M design, one result was that irregularisation of nove irregular-rhyming verbs (crive-
crove) disappeared from network performance. Therefore, we chose a more redundant
phonologica scheme as our basdline which restored this aspect of the normd profile (the
times4 code; compare with origind in Figure 5). The norma empirica datadso exhibit a
reduction in the generdisation of the ‘add —ed’ regularity to nove rhymes at higher ages. To
capture this characterigtic, we sdected the locaigt semantic code that also produced this
decline & higher levels of training (see Figure 7). Importantly, the basdline condition
exhibited the standard superiority effect for regular past tenses over irregulars found in the
elicitation performance of older children. While the network exhibited an initidly risng, then
declining level of overregularisation errors, this pattern should not be construed as the
characteristic U-shgped profile found reported in younger children. In the network, we

included no early phase of good performance on asmal set of irregular verbs. For thisinitia
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phase, an incrementd training regime is required in these architectures. In the whole-corpus
model, some irregulars gppear initidly only in the regularised form. In comparison with the
empirica data, the rlevant phase of comparison for overregularisation errorsis the reducing
tall (see Figure 13). Findly, in architecturd terms, the basdline condition used a 3-layer
network with 50 hidden units. In dl figures, the Normal/Basdine condition is represented by
asolid black line. Arrows attached to the basdline condition indicate the direction of change
to fit the WS profile of Thomas et d. (2001). In terms of changesin irregularisation, the
empirica data demongtrated no significant effect, so no arrow is attached to thisline.

Hypothesis (1) — Dday

Figure 3 shows the result of reducing the learning rate by afactor of 10, compared to the
basdine condition. Data are reported for the network’ s performance on irregular vowel-
change verbs, since no arbitrary or no-change verbs were used in the Thomas et a. (2001) or
Clahsen and Almazan (1998) dicitation tasks. In addition, data are shown for novel verbs

which rhyme with existing irregular verbs (Rhymes, e.g. crive, cf. drive), for which both

regularisation and irregularisation rates are reported (crived, crove), and for nove verbs

which do not rhyme with irregular verbs (Non-rhymes, e.g. brop), for which only

regularisation rates are reported (bropped).

Figure 3 demondtrates that while dow learning introduced the requisite delay, there
were no implications for generdisation. The reduction in generdisation found in the WS data
cannot be generated by dower acquisition of the domain alone. In terms of the outer bounds
of this parameter, at extreme levels, areduced learning rate prevented successful acquisition

of the past tense domain within the developmenta time window.

Insert Figure 3. about here

Hypothesis (2) — a ‘' Hyper-phonologica’ morphology system
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We evduated the performance of the basdline network against that of a network deprived of
lexical-semantic input, which therefore must focus on phonologica regularities done. This
comparison isincluded as part of Figure 7 (“No lexicd-semantics’). A hyper-phonologica
gpproach led to accelerated acquisition of regular verbs and delayed acquistion of irregular
verbs compared to basdline. In addition, ‘+ed’ generalisation to novel non-rhymes showed a
tendency to drop away at higher levels of training in the absence of lexica-semantics. [Asan
illusration of the variahility in the Smulation deta, the difference between basdline and
hyper-phonologica conditions in generdisation of novel non-rhymes at 5000 epochs was
7.2%; 2-tailed t-test over 6 replications: p=.0003]. Ladtly, ‘+ed’ generaisation to novel
rhymes was reduced, and irregularisation of rhymes increased. Such a combination suggests
that in the absence of lexica-semarntics, irregular verbs play amore sdient role in structuring
the internal representations of the network. One role of lexica-semantic information in the
norma network is thus to partition away knowledge about irregular verbs such that it hasa
reduced influence on generdisation. Compared to the WS data, however, the ‘ hyper-
phonologica’ network falled to exhibit agenera delay in acquiring existing past tenses, or a
genera reduction in generdisation. In terms of the outer bounds of this parameter, phonology-
basad learning did not prevent successful acquisition of the training set.

Hypothesis (3) — Atypicaly structured phonological representations

We explored two manipulations to phonology. First, Figure 4 demonstrates four graduations

of decreasing Smilarity between the component phonemes (from the high smilarity of the 6-

bit representation to the low of the 26-bit representation), againgt the baseline condition. A
reduction in Smilarity produced three relative effects. Firdt it ddayed the acquisition of

regular past tenses. Second, it accelerated the acquisition of irregular verbs. Third, therewas a
reduction in regular generdisation with an increase in irregularisation. In short, reduced

gmilarity had a“pro-irregular’ effect. We then explored changing the redundancy. Figure 5
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demongtrates a comparison of the baseline condition (most redundant) against conditions of

decreasing redundancy. Decreasing redundancy tended to delay both regulars and irregulars,

but irregulars much more so: regularisation of rhymesincreased and thelr irregularisation
decreased. In short, reduced redundancy had an ‘anti-irregular’ effect. The interesting
comparison isif we vary both of these parameters at once. Figure 6 depicts the basdine
condition againgt a phonologica representation which has both decreased leves of
redundancy (i.e.,, a shorter vector) and decreased levels of amilarity, with the lexical-semantic
representations held constant. Thisreveds adday for regular and irregular verbsthat is now
gmilar, and an overal generd reduction in generdisation. This accords with the target pattern
of deficitsin the WS data. In this combined manipulation, the relatively ‘anti-irregular’ effect
of reduced redundancy has overridden the relatively ‘pro-regular’ effect of reduced smilarity,
leaving overdl dday. The result suggests that atypica phonology could in principle explain
WS past tense performance, but only under a particular manipulation. In terms of outer
bounds, within the variations considered, neither smilarity nor redundancy prevented

eventud successful acquigition of the domain.

Insert Figures 4, 5 & 6 about here

Hypothess (4) — lexicd-semantic anomdies

In this section, wefirg briefly congder the implication of employing different ‘norma’
formats of representation for lexica-semantics, from locdist to distributed random binary
patterns to distributed patterns based around a prototype structure. Figure 7 shows a
comparison of these three conditions, dong with a network trained in the absence of lexica-
semantic input. The implications of lexica-semantic representations were as follows. The
addition of such information delayed the acquisition of regular past tenses but accelerated the

acquisition of irregulars. The more systematic the structure within semantics, the greeter the
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effect. Asthe semantic input increasingly predicted the output form, regularities between
phonologica input forms and outputs became lessinfluentia in determining relative success.
(Recdll that in apilot network where past tense form was driven only by semantic input, there
was no difference between regulars and irregulars). In terms of generdisation, regular
generdisation was improved by the addition of locdist and arbitrary distributed vectors
identifying each verb. But as soon as a systematic, prototype smilarity structure was
included, generdisation dropped markedly (see Cottrell & Plunkett, 1994, for asimilar result

in arecurrent system).

Insert Figure 7. about here

Next, let us congder the impact of anomalies to the function/structure of lexica-
semantics. In this context, recdl that some authors have compared the developmenta disorder
of WS to the behaviour found in some acquired deficits, for instance in fluent gphasiaand
Alzheimer’ s disease (e.g., Pinker, 1991, 1994). Here, therefore, we compared developmental
lexica-semantic anomalies (gpplied to theinitia conditions of the network) againgt acquired
anomalies (gpplied to the fully trained network). Figure 8 shows these comparisons,
separately for the localigt, arbitrary distributed, and prototype distributed coding schemes.
Normal performance is compared againg (1) a system in which activation levels from lexica-
semantics were atenuated by 50%; (2) a system that recelved input from alexica-semantics
system with anomal ous organisation, disordered by frozen-in noisg; (3) in the case of the
prototype representations, a system in which the overlap between semantic categories had
been increased, blurring semantic distinctions; and (4) a system that had experienced afull

leson of the lexica-semantic system.

Insert Figure 8. about here
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The results reveaed that none of the developmenta deficits prevented ultimate success

in learning the mappings for this domain (compare each of the 5000 epoch columns). In

contrast, acquired deficits to lexical- semantics demondirated larger deficits to irregular

performance than regular performance (replicating an earlier finding by Joanisse and
Seidenberg, 1999, using just the locdist code). The effect was more marked for arbitrary
distributed and prototype distributed codes where the system relied more heavily upon this
information to generate its output. The biggest acquired dissociation was apparent for the
arbitrary code, for in this network, the system relied on lexicd-semantic informetion to drive
irregular past tense formation but not regular past tense formation, whereas for the prototype
code, the system relied on it to drive both. In comparison to these acquired deficits,

developmental anomalies tended to lead to ddlaysin acquidtion In this mode, therefore,

athough developmental and acquired deficits are clearly related, they do not produce the
same effects.

Delays caused by lexicd-semantic anomdies were on the whole restricted to irregular
verb formation (compare each of the 250 epoch columns), with the exception of noise added
to localist representations. Two further points are of note with regard to the WS profile. Firdt,
for dl lexica- semantic codes, generdisation was reduced by anomalous structure caused by
frozen-in noise. However, for arbitrary and prototype schemes, there were no implications of
this manipulation for the acquisition of existing verbs, and with the locdist code, it was
associated with adelay for regulars and accelerated irregular acquisition. Frozen-noise could
not account for the overall-delay/reduced generdisation WS pattern. Second, for the prototype
lexical-semantics, imposing a greater overlap between semantic categories generdly served to
improve performance, suggesting that the tight semantic structure of the origind actudly

impaired performance.
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In sum, lexicd-semantic anomaiesin isolation did not appear to alow the system to
capture the overal-delay/reduced generdisation profile of the WS empirica data. On the
other hand, such anomdies did gppear condgtent with the sometimes-reported pattern of
differentidly delayed irregular performance.

Findly in this section, we consider differentid effects of imagesbility on past tense
performance. Recdl that when Thomas et d. (2001) examined the effect of this dimension,
they found a differentid pattern between the overal WS group and controls. Neither group
showed imagesability effects for regular past tense performance. However, the WS group (but
not the controls) demonstrated both poorer performance on abstract irregular verbs than
concrete, and araised level of overregularisation errors for abstract verbs. We explored
whether such an effect might be traced to a reduced influence of lexica-semantics, as
proposed by Thomas et al. (2001).

We used the arbitrary distributed coding scheme, and followed Plaut and Shdlice
(1993) in assuming abstract verbs to be those with fewer semantic features active. We then
compared the performance of the normal network and the network trained with attenuated
lexical-semantics, at the midway point in training (250 epochs). The results are shownin
Figure 9, along with the empirical datafrom Thomas et d. (2001). P-vaues are for related-

samples t-tests, for the network acrossits Six replications.

Insert Figure 9. about here

Although the modd’ s performance is a a higher level than the human data, the
amulations replicated the pattern on irregular verbs: presence of an imagesbility effect for
irregular verbsin the atypicad but not the typicd network; sgnificantly more
overregularisation errors for abstract irregular verbs than concrete in the atypica network but

not the typica. Too much should not be read into the p-vaues for the modd . Further
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replications would cause the imagesbility effect on correct irregular verb performance in the
typica network to reach significance aswell. But they would not, as far aswe can tell, lead to
adgnificant imageability effect in overregularisation in the typicd model. Networks never
showed imageshility effectsin regular verbs (either earlier or later in training) because, aswe
have seen for the arbitrary distributed code, it is only the irregular verbsthat rely on lexical-
semantic information.

Imegesbility effects were exaggerated when lexical- semantic activation was attenuated
for the following reason. Lexica-semantic information is used to disambiguate irregular verbs
from regular verbsin the network and so protect them from over-regularisation. This ability
depends on the net input of lexica-semantic information, in this case number of festures
active. In the normal network, both concrete and abstract verbs have sufficient net input to
alow disambiguation. In the attenuated condition, concrete verbs retain sufficient input, but
now abgtract verbs do not. The result is an increased imageability effect.

In sum, these smulation results appeared to support the interpretation that at |east one
of the features of Thomas et d. WS past tense data may relate to areduced lexica-semantic
influence on inflection, but that this is insufficient to explain the full pettern.

Hypothesis (5) — Integration deficit

The integration deficit was examined using three manipulations. addition of noiseto
activations arriving from lexica- semantics, a delay in the developmenta availability of
lexicd-semantic information, and arestraint on the learning rate of the connections from the
lexica-semantic layer. Figure 10 compares these conditions. For the latter two, the pattern of
results was Smilar to that achieved by the lexica-semantic deficits considered in the previous
section. However, the addition of noise disrupted the network in learning the function relating
semsto past tense forms. There was auniform delay for regulars and irregulars, aswell asan

overd| reduction in generdisation. If the integration deficit is construed in these terms— as



Modeling atypica language 57

disruptive — then this condition aso dlowed the modd to capture the WS data profile. In
terms of the outer bounds of this manipulation, additional noise was sufficient to impair

successful acquigtion.

Insert Figure 10. about here

| nteracti ons between phonology and semantics

In addition to the main effects of the phonologica and lexica-semantic manipulaiors, we
a0 explored whether an interaction existed between them. Specificdly, did a manipulation
such as reducing phonologica smilarity produce identical effects whatever the lexica-
semantic code? The results here are particularly interesting. As an illustrative measure, Figure
11 depicts performance on irregular verbs, as phonologica smilarity was reduced on the one
hand, and as the effective contribution of lexical-semantics was reduced on the other. Asthe
influence of lexicd- semantics weakened, the effect of the phonologicd manipulation was
exaggerated in irregular verb performance. The same was aso true of regular verbs.
Wesakening lexica-semantics dso exaggerated the effect of redundancy on irregular verbs,
but it reduced the variation caused by redundancy in the behaviour of regular verbs.

In short, where a least two main congiraints operate, dterations in one constraint may
cregte the conditions under which dterations in the other condtraint are exaggerated. That is,
in WS, it is possible that areduced influence of the lexica-lexica-semantic syssem on
inflection may lead to the amplification of any aypicdities thet exist in the phonologica

system.

Insert Figure 11. about here

Background flexibility
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Viaan examination of arange of network parameters, we sought to evauate how flexible the
mode was in accommodating patterns of atypical development. Table 1 shows the results of
the various manipulations, classfied according to whether each parameter change caused (1) a
delay in acquisition, (2) adifferential delay to regular and irregular verbs, (3) afind

imparment in either verb type, and (4) changes in generdisation for each type of nove item.
Parameter sets were evaluated againgt the basdine network. These manipulations were also
run in anetwork that excluded lexica-semantic input, in line with the origind P&M
architecture. Where the effects of manipulations differed in the absence of semantics, thisis

noted in Table 1.

Insert Table 1. about here

Did any other manipulations reproduce the target pattern of WS data? Three of the ten
parameter sets demonstrated some smilarity to the pattern of overal delay and reduced
generdisation. These were a decrease in hidden units (although this decrease needed to be
carefully calibrated to avoid a collgpse in performance), a 4-layer architecture with restricted
hidden unit numbers, and reduced discriminability of the processing units. However, in eech
of these cases, the relative delay for regular verbs tended to be greater than that for irregular
verbs.

In terms of outer bounds, where lexica-semantics mediated the effect of parameter
changes, its presence protected the performance of irregular verbs. Within the parameter
gpace we examined, we found no sdective impairment in irregular verbs at the end of
training, o long as lexica-semantic information was available to the network. When it was
absent, find irregular deficits could be generated ether by reduced plasticity, decreased

hidden units, or the use of atwo-layer network.
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Table 1 isnotable in that, for agiven type of atypica response, such as reduced ‘ +ed’
generdisation, anumber of different parameter manipulations were available that would have
this samereault (i.e., following down a single column). However, when atypica patterns were
considered across arange of responses, such asthe six illustrated in Table 1, few of the
parameter sets produced responses that directly lined up (i.e., comparing whole rows). Indeed,
in Table 1, only reduced discriminability and a 4-layer architecture with reduced hidden units
produce a smilar profile, dthough for the vaues we used, reduced discriminability had a
much larger effect. In short, for thismodd, a narrowly defined behavioura impairment was
not eadly traced back to a single underlying atypica congraint. Importantly, it required
consderation of awider pattern of impairments over severad measures before underlying
causes could be disambiguated.

We congdered the role of hidden unit numbersin alittle more depth. Thisis because
severd connectionist modds of atypical development have gppeded to this parameter as
offering explanations of deficitsin disorders such as autism and dydexia. Moreover,
Karmiloff-Smith et a. (1997) proposed that an associative system with excessive hidden units
might explain their data showing reduced generdisation of the phonologicd regularities of the
French gender system by individuas with WS. In our modd, we explored the effect of hidden
unit numbers on generdisation, in the range of 10 to 1000, with 50 units as our basdine vaue.
A level of 500 units roughly correspondsto 1 hidden unit per training pattern, and 1000 units
to 2 per pattern. We evaluated generalisation of the ‘add -ed’ regularity to three types of nove
pattern: items sharing two phonemes with exigting regulars, items sharing two phonemes with
exiding irregulars, and rare phonotacticaly illegd items which shared only asingle phoneme
with any of the verbsin the training set. Figure 12 demondrates the result, including data for

networks with and without lexica-semantic input.

Insert Figure 12. about here
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Even & very high leves of hidden units, there was little evidence that generalisation of
the ‘add —ed' regularity declined, except on items sharing two phonemes with irregulars.
Karmiloff-Smith et al.’s (1997) proposa was thus not supported. Figure 12 aso demongtrates
that lexica-semantic informeation facilitates generdisation only when hidden unit numbers are
amall, when such information is helpful in partitioning a restricted representetiona space. As
far asthe P&M training set is concerned, asurfeit of hidden units did not reduce
generdisation.

Fitting the datac How good is best?

We have compared various manipul&tions, either driven by theoretical hypotheses or by
exploration of background flexibility, and found that some are better able than othersto show
the deficits of the WS data. Before we turn to adiscussion of our findings, we address the
issue of how good the best fit is.

In the model design, we were interested in the latter phases of performance, snce no
incrementally expanding vocabulary set was used in training. Figure 13 demonstrates the
portion of our basdine condition that is gppropriate to the control data from Thomas et dl.
(2001), along with the effects of the two manipulations which most closdy reproduced the
pattern of the WS group. The baseline condition best fitted the control data by assuming that
the performance of the network at 100 epochs was equivaent to the 5-6 age bracket.

The notion of scaling moddling data to developmentd trgectoriesis fraught with
difficulties (see Marcus, 1995; Plunkett & Marchman, 1996). For example, both our empirical
data and our modelling data use non-linear scales. But it is not clear on what basis one
chooses the particular non-linear scale or that we have chosen the correct scale for each set of
data. Moreover, from the perspective of the modeling of cognitive and language

development, chronologica time per se has no causa role. The modd isisolated from the
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context of the genera non-linguidtic cognitive system in which it is embedded —
developmentd eventsin thiswider sysem may congtrain the rate at which the language

system can develop. The performance of the modd is assessed in exposureto learning

ingtances. It is not clear how the learning instances experienced by the child correspond to the
passing of time, nor what the appropriate empirical data are that will best measure such
ingtances (witness the discussion between Marcus and Plunkett & Marchman about whether
the P&M modd should be evauated againgt parentd input to the child or the child's
productive vocabulary). As our nortlinear scaling stands, the mode manipulations produced
smaler ddaysin past tense acquisition (~2 years) than those found in a comparison of the WS
and control groups (~10 yearslag), but cdibration of absolute effect size was not an am for
the current model. Thistask awaits a scaled-up modd of inflection.

The scaling we have employed produces a good fit to performance on both regular and
irregular verb acquisition, dthough overregularisation errors tended to persst in the data
somewhat longer than in the model. Regularisation of non-rhymes showed a smilar profile to
the empirical data but was about 15% too low. Irregularisation of rhymes produced asimilar
profile to the control data but failed to replicate the late surge in irregularisation rates found in
the older age groups. Regularisation of rhymes showed the least good fit, with flat
generdisation rates a around 45%. In contrast, the control group demonstrated an inverted-U
across this period. Although the mode aso produced such an inverted-U trgjectory (e.g.,
Fig.3), the modd’ s peak in generdisation for these items was lower and occurred earlier in
training, such that only the pogt-pesk tall is plotted in Fig.13.

The modd’ sfit to the exigting verbs gives confidence that this smple basdine modd
offersavdid consderation of the effects of initid condraints on the relative difficulty of
acquiring regular and irregular inflections. The generdisation rates are lower than one would

want, but till permit consderation of the relative effect on generdisation of initid changes. It
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is these relative effects that we believe will scae to more redistic modds of past tense

formation.

Insert Figure 13. about here

In the Methodology section, we consdered the difficulty of comparing Smulation data
againg cross-sectiond atypica data, given that age and severity of disorder are confounded in
cross-sectiona designs. The stlandard empirica control for ‘level of ability’ that checksfor an
atypicd profileis problematic in this context, for empiricaly it gopedsto a measurable
system-generd delay. For the modd, there isno generd system. Inlieu, for afina
comparison against the Thomas et &. data, we sought to control for aversion of ‘verbal
menta age’ based on the network’ sleve of performance on regular verbs, and then to
examine how the conditions compared across the other response types. These comparisons for
data from the phonologica manipulation of reduced smilarity and redundancy, and the
integration manipulation of lexica-semantic noise, are depicted in Fig. 13. These were
qualitetively the two best fits to the WS pattern of results.

This figure demondtrates that the relative delay caused by each set of atypica
congraints produced an apparently greater deficit for irregular than regular verbs (alineis
drawn at identica stages of training for each verb type to make clear this difference). But
when performance was matched according to regular verbs, in each case the apparent
irregular deficit disappeared. On the other hand, the reduction in generdisation in the model
remained. For the lexical-semantic noise condition, the reduction was only present in ‘ +ed’
generdisation, while for the phonologica condition, irregularisation rates were reduced as
well. For the WS data, controlling for VMA |eft aresdud but non-ggnificant deficit in rhyme
irregularisation (Thomas et d., 2001), making it difficult to discriminate between the two

best data fits from the modd.
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I mplications of simulation resultsfor Williams syndrome
We begin with a summary of the findings of the modd with regard to WS and past tense.
Strong theoretica claims about normd language devel opment have been made on the basis of
past tense deficitsin WS, namdy that a high-leve cognitive mechanism in the inflectiond
system is selectively damaged in a developmenta disorder while the rest of that system
develops normdly. A close examination of available empirical evidence on WS past tense
formation revealed two patterns: (1) an overdl delay in both regular and irregular past tense
acquisition, dong with areduction in generaisation to novel forms; and (2) aless robust
pettern of greater delay for irregular past tense acquisition than for regular. From areview of
the literature on language development in WS, we identified five hypotheses proposing how
development in this syndrome may differ from the normal case. We used a connectionist
mode of past tense development to eva uate implementations of these hypotheses, dtering the
initia congtraints under which development took place and comparing trgectories and
outcomes againgt empirica data.

With regard to the first pattern of empirical data (overall-delay/reduced
generdisation), the modd suggested that this pattern could be produced by a particular
anomaly to phonology representations (reduced similarity and redundancy), or by aproblem
in integrating phonologicd and lexica-semantic information, whereby noisein the sgna
from lexica- semantics disrupts the learning of the function reaing verb sems and past tense
forms. An examination of the background flexibility of the model suggested that three other,
less theoreticdly motivated parameter manipulations could offer amore gpproximate fit to the
empirical data. These included decreased numbers of hidden units, use of a 4-layer
architecture with restricted numbers of hidden unitsin each layer, and areduction in
processing unit discriminability. In al these cases, there was atendency for irregular verbsto

experience agreater delay than regular verbs, ingtead of the uniform delay. Smply dowing
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learning in the network, on the other hand, produced a uniform delay but no reduction in
generdisation to nove forms.

With regard to the second pattern of empirica data (greater irregular delay), anomdlies
in lexica-semantic information (either attenuated activation of this system, anomaous
organisation, developmentaly delayed availability, or dowed weight changein the
connections integrating this information) tended to differentialy impede irregular verb
acquisition. A range of background parameter manipulations generated the same effect,
suggesting thet irregular verbs were more developmentdly vulnerable to non-optima
conditionsin the network.

Three other results were of note. First, Thomas et d. (2001) reported data indicating
an increased effect of the semantic dimension of imagesbility in the irregular past tense
formation of the WS group compared to controls. The smulations suggested thet thisis
congstent with areduced influence of lexica-semantic information on inflection in WS,
whereby information used by the network to index individua abstract verbs as exceptions
from the past tense ‘+ed’ regularity becomes too attenuated to prevent over-regularisation.
Second, after Karmiloff-Smith et d. (1997) found reduced levels of generdisation in French
participants with WS, they speculated that a network learning to predict gender based on
phonologicd regularities might exhibit such areduction if it had a surfeit of hidden units. The
current modelling work did not support this proposd, finding no marked reduction in the
generdisation of past tense regularities when hidden unit levels were increased by afactor of
20 over the normd leve. Third, the smulations reveded that phonologica and lexica-
semantic congraints interacted within the developmenta system. Specificdly, asthe
contribution of lexical-semantic information was reduced, differencesin the initid
phonologica representations produced more exaggerated developmentd effects. The fact that

developmental congtraints can produce non-additive effects has implications for individud
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variability in developmentd disorders. one atypica congraint may not smply generate its
own consequences but aso exaggerate the effects of (perhaps normd) variation in other
condraints.

Two points warrant further discussion: the specificity of the successful manipulations,
and theimplications of individud varigtion
Manipulations
Two manipulations succeeded in smulating the main WS peattern of overal-delay/reduced
generdisation: atypica phonologicd representations and an integration deficit. Further
empirical work is required to establish whether one (or both) of these is the correct account.
The successful manipulations were aso fairly specific: the phonologica representations had
to have both reduced smilarity and redundancy [Footnote 4]; the integration deficit needed to
have adisruptive effect. The specificity of these claims alows more focused future empirica
investigations to evauate their plaughility. In the case of phonology, phoneme discrimination
tests would evaduate Smilarity, while resilience under noise would evauate redundancy. In
the case of an integration deficit, sudies of language processing in tasks that require the on+
line integration of lexica- semantic and phonologica congraints would evauete any
disruptions caused in combining sources of information.

On the other hand, the dternatively reported WS pattern of differentidly delayed
irregular past tense acquisition was more easily smulated. The modd is therefore less
theoretically congtraining as to what may be the actud causg, if this behaviourd pattern were
to turn out to be robust. However, in practica terms, few data confirm the irregular deficit,
and none depict how this may unfold in terms of a developmentd trgectory that includes
respective regular performance and generdisation abilities. Clahsen and Almazan's (1998)
data came from four participants with WS, split into two groups of two for anaysis-of-

variance purposes. The two groups had mean MAs of 5;6 and 7;6 respectively (CAs 12;2 and
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14;0). If trested as a (scant) developmental profile, these results were consistent with an
overdl developmenta delay in past tense performance, which isin line with MA for regulars
but greater for irregulars, with MA-agppropriate regular generalisation but reduced
irregularisation of nove rhymes (e.g., crive-crove). In terms of manipulations to the modd,
the only condition that produced this pattern was a reduction in phonologica redundancy

aone (see Figure 5, timesl vs. Normal). Initid deficits to lexica-semantics could not

reproduce this entire pattern: differentialy delayed irregular verb acquistion wastypicaly
asociated with increased irregularisation of nove formsin the network. Alternatively,

Clahsen and colleagues have referred to WS as exhibiting an “ excessive over-goplication” of
inflectiond rules (eg. Clahsen & Almazan, 1998, p. 187). In behavioura terms, the network
condition that best captured this pattern was a 2-layered architecture: without hidden units, the
mode struggled to acquireirregular verbs, produced many over-regularisation errors and
exhibited increased regular generdisation compared to the basdline modd. However, regular
verb acquisition was accelerated in this 2-layer network, so the profile would not be
appropriate to the regular verb delay dso shown by individuas with WS,

However, it should be noted that Clahsen and colleagues would be reluctant to
interpret their findings within a connectionist framework, preferring to relate them to Pinker’'s
Dua-Mechanism modd. We congder the extent to which the smulation results might be
extended to that model in the General Discussion.

Individud differences

In the Methodology section, we considered the implications of individud differences

exhibited by people with developmental disorders for attempts to capture their behaviour in
developmenta computationd models. At that point, we restricted oursalves to modelling only
the mean or group performance, whilst kegping in mind the flexibility of the modd. We now

turn to congder whether the modd could capture individua variation. First, let us establish
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how much individua variability we might expect in Williams syndrome, and in particular in
their language profile.

Generaly, there is no doubt that the severity of the WS phenotype can differ across
individuas, and that the paitern of strengths and weaknesses is blurred by the spectrum of
variation that one might expect of atypicaly developing population. Pezzini, Vicari, Volterra,
Milani, and Ossdla (1999) recently examined whether in a sample of 18 Itaian children with
WS (mean CA 9;10, range 4;10-15;3), asingle, common neuropsychologica profile was
discernible. In a comparison of various linguistic and visuo-spatid tasks, these investigators
found alarge amount of variability, such that individua neuropsychologica profiles often
faled to match the group profile. However, they concluded that three behaviourd markers
were reasonably rdiable (1) an uneven cognitive profile; (2) an impairment in visuo-spatid
congtruction, indexed by the block-design task; (3) adissociation in linguidtic skills, with
phonologica fluency superior to lexica-semantic skills. When Volterra, Longobardi, Pezzini,
Vicari and Antenore (1999) compared the profiles of 10 year-old dizygotic twins, one with
WS and one without, they found that the boy with WS displayed a homogeneous
developmenta delay in both nornverba and verba abilities compared to histypicaly
developing Sgter. Of the tests examined, he achieved alevd of performance smilar to his
ggter only in face recognition, phonologica word fluency, and memory for phonologicaly
sgmilar words. Although it is undenigble that individua variation characterises WS
performance (as much asin any atypical group), an imbaance between semantics and
phonology seems to be a consistent aspect of language development in this syndrome.

Focusing more specificaly at individud variation in performance on past tense tasks,
inspection of the individua scores of the 18 participants in Thomas et d. (2001, Fig.1)
demondtrates that performance broadly increased with chronologica age, with severa older

participants reaching celling. Nevertheless, not al of the older participants produced celling
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scores. For example, participant #20 (CA 50;11, VMA 13;0) scored on average 100% on
regulars but only 60% on irregulars. Participant #18 (CA 34;9, VMA 6;4) scored only 15% on
regulars and 7% on irregulars. For these participants with WS, it is doubtful that they will
achieve ceiling scores at some later age.

Turning to the modd, then, does such arrested development fall within the bounds of
the mogt extreme settings of the atypica parameters? The answer, for the lexica-semantic and
phonological manipulations &t least, is no. These manipulations, however severe, only dowed
but did not prevent ultimate successful acquidtion of the domain. For the modd to exhibit
arrested acquisition of the domain required a combination of manipulations— for example,
combining the lexical-semantic or phonologicad manipulation with a dower learning rate or
with reduced processing resources. It is possible that a scaled-up developmental modd of
inflectional morphology may be more easily disrupted. It is also possible that more severe
cases of WS represent combinations of deficits to the cognitive system; not just dterationsto
lower-level sources of information but deficits in the processing structures available to
combine them during development to generate high-level behaviours.

Summary of implications

The implications of the preceding smulations for research in WS and language devel opment
are asfollows. Firg, the modelling results indicate that further work is required on the nature
of phonologica representationsin WS. However, given that standard phonologica avareness
tasks require a sgnificant meta- cognitive component, more subtle measures may be required
(Laing et d, 2001). Second, detailed studies are required that focus on the integration of
knowledge sources during ortline language processing in WS (see Karmiloff-Smith et .,
1998). Third, the generalisation deficit in WS merits further investigetion, and particularly the
conditions under which it arises. For example, Ramscar (in press) has shown that semantic

context can influence the inflection of nove forms (presumably by priming the phonologica
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forms of exigting verbs consstent with the context). Would this effect hold for WS? Levy and
Hermon (in press) have suggested that individuals with WS may show a generdisation deficit
even when they have a good understanding of the task. To what extent do individuas with
WS treat novel terms differently under test conditions? Fourth, if adifferentia delay in
irregular verb inflection were one day to turn out to be arobust pattern of datain WS (no
large study has thus far convincingly demondrated it), the modelling suggests that alack of
lexica-semantic influence on inflection is agood candidete to explain it, and detailed
empiricd work should pursue the nature of this deficit [Footnote 5]. Findly, one of the main
implications from the modd is that, rather than an isolated deficient mechanism, multiple
atypica condraints are at work in the WS language system. Thus, Thomas et d. (2001) found
both reduced generalisation and semantic effects in WS performance — reduced lexicd-
semantic influence was aufficient in the modd to explain the latter but not the former effect.

In fact, the modd clearly demongrated that the outer bounds of individud variability had to
be accounted for by multiple atypica congraints rather than asingle one. In sum, our results
indicate that asingle atypicd developmental congraint is unlikely to explain WS language

development.

General Discussion

The computer smulations presented here have focused on how the developmenta process
itself contributes to endstate deficits in a system with atypicd initid congraints. In the

introduction, we argued that this neurocongtructivist approach to disorders offers amore

redidic view of the origin of developmenta deficits than agatic explanatory framework
borrowed from the methodology of adult cognitive neuropsychology. In the static approach,
researchers prefer (where possible) to view a developmentally disordered cognitive sysemin
terms of anorma system suffering from selective deficits to pecific cognitive-leve

mechanisms. We now wishto amplify the difference between these two gpproaches.
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Firdt, it isworth pointing out that there are Smilarities between the gpproaches. Both
types of account assume that in many developmenta disorders, aspects of normality and
abnormdlity co-exist. The crucid difference between the gpproaches is the developmenta
gtage and the level a which normaity and abnormdity are postulated to co-exist. For the
datic gpproach, normality and abnormality co-exist in high-level mechanismsin the adult
state. For the neurocongtructivist gpproach, normdity and abnormdity co-exist in lower leve
computational congiraintsin the sartstate. However, the effect of these congtraints on endstate
adult structures depends crucidly on the characteritics of the developmenta process that
links startstate and endstate. Here, al too frequently, the static approach explains
developmenta deficits by reference to a non-developmenta adult modd with an unreditic
developmenta account implicitly tacked on.

This can beillugrated in the past tense domain, if the DM mode! isused in agtétic
fashion to explain deficitsin late childhood onwards in disorders like WS and SLI. Pinker's
(1991, 1994, 1999) theory invokes two high-leve, domain-specific cognitive mechanisms,
one for processing inflectiona rules, the other for processing word- specific information,
components which are invoked to explain performance in the adult Sate [Footnote 6]. The
two developmenta disorders of WS and SLI are then characterised by appedl to this Satic
modd in terms of a double dissociation. Each disorder is argued to correspond to a selective
abnormadity to one of the high-level mechanisms, while the other is“ spared” or norma
(Pinker, 1999). There is no attempt, here, to identify initial startstate deficits. Thereisno
attempt to chart the developmentd consequences of atypica conditionsin the statestate of
ether mechaniam, before they have taken on their adult, high-level cognitive identities of the
components underlying regular and irregular inflection. And as aresult, there is no attempt to
explore the nature and extent of possible compensatory changes between the two mechanisms

across development; for instance, the possibility that if one mechanism has dartstate
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anomadiies, the other may compensate and therefore itslf develop atypicaly. Instead, a
samplistic developmental account is merely assumed, whereby somehow, atypica dartstate
conditions can lead to the abnorma development of one component and the normal
development of the other. This developmenta assumption, which we have termed elsewhere
‘Residua Normdity’, turns out to hold only under very specific computationd developmentd
conditions (see Thomas & Karmiloff-Smith, in press @). That such conditions hold in agiven
cognitive system cannot be assumed, but must be justified empiricaly.

In contrast, the neurocongtructivist approach sees normality and abnormality as co-
exiding in the gartsate (Karmiloff- Smith, 1998). High-level deficits are construed asthe
outcome of initid lower-level deficits plus the application of a developmentd process. A
consequence of thisfocusisthat the researcher is prompted to question whether seemingly
norma behavioura outcomes in the endstate may camouflage very subtle deficits, because of
the way low-leve impairments may eventualy impact on the whole developing system. In the
past tense smulations, differences were postulated in the structure of phonological
representations, or of lexica-semantic representations, or in the computationa properties of
the systemns seeking to generate past tense forms given phonologica and lexica-semantic
information. High-level behavioura deficitsin, for instance, irregular past tense formation,
were the consequence of acquiring the relevant mappings using a computationd system with
these atypicd lower-leve condrants.

It isworth noting that nothing in the DM mode preventsit from being applied to
developmenta disorders within the neurocongtructivist framework. But this would entall a
serious consderation of the impact of the developmenta process. Under a neuroconstructivist
trestment of the DM modd, Sartstate deficits (justified by psychologicd data) would be
gpplied ether to the symbolic mechanism, the associative mechanism, or the * epiphany’

mechanism that identifies the presence of an inflectiond rule in the input. The subsequent
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developmentd trgjectory of the modd and its endstate behavioura impairments could then be
asessed againgt empirical data, as we have done with the connectionist past tense modd.
However, given the potential complexity of the developmentd process, and the importance of
clearly specifying its nature, we have found that computationa modeling is amost essentid
for thistype of endeavour. We will shortly see how this might proceed in regard of the DM
model, when we consider computationa implementations which bear some similarity toit.
Although we used empirica data from language research in WS to determine which of
the modd’sinitid cognitive corstraints would be atypica (semantic, phonologicd, and so
on), it isimportant to redise that these manipulations are not intended to stand as the find
explanation for the behaviour deficitsin the disorder. Instead, a neuroconstructivist approach
prompts the search for an even lower-level developmentd explanation. We can illudrate this
by considering how the neurocongtructivist and static explanatory frameworks would embrace
the implications of agenetic causein a given developmenta disorder.
Since the gtatic account views the explanation of abehaviourd deficit in terms of
s ective abnormdlities to high-level adult mechanisms, thereis arisk that associated genetic
anomalies are then construed as the direct cause of the deficit. The affected genes are
presumed to be involved in the mechanism’s congruction during norma development. In this
way, theorists using the static approach have recruited disorders like WS and SL1 to argue for
innate, domain-specific modular sructure in the language system, based on different genetic
mutations. A theory of this form necessitates a developmenta account in which the modules
found in the adult cognitive system develop independently under the control of selected
genes. However, there is smply no evidence to support the ideathat genes relate directly and
0ldy to high-leve cognitive mechanismsin thisway (Karmiloff- Smith, Scerif & Thomeas,

2002; Kingsbury & Finlay, 2001; Pdlas, 2001; Ragsdde & Glove, 2001).
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By contrast, the neurocongtructivist account is predicated on the following recursve

equation: high-level deficit = lower-leve deficit X developmenta process. Presented with a

genetic disorder, the neuroconstructivist seeks a cascade of these equations, where each level
of atypica dructure or function is traced back to alower-level anomay plus a developmentd
process. Ultimately, this cascade should reach back to the earliest tage of development in a
genetic disorder, that of the embryonic brain.

We believe that such atheoretica gpproach charts an origina approach to future
explanations of many developmenta disorders. It isaframework in which genes are linked to
behaviour viamultiple levels of cognitive, neurocomputationd, and neurobiologica
moddling of developmenta systems. Smilarities that may exist between the behaviourd
deficits found in developmenta disorders and acquired disorders may well be informative at
some leve (see Thomas & Karmiloff-Smith, in press a, for discussion), but these should not
be employed to motivate the use of the gtatic framework, for this risks the postulation of
unredigticaly direct links between genes and behaviour.

Our illugtration of the neuroconstructivist gpproach to developmenta deficits has
focused on explaining such deficits in terms of parameter variations to a computationa
implementation. We encountered a number of theoretica issuesimplicit in this gpproach, and
we conclude with a brief discusson of three of them. First, we examine how this gpproach to
modelling atypica development fits with attempts to mode other forms of cognitive
variability. Second, we consder theimplication of the multiple causdlity thet was evident
from the smulations we presented. Finally, we address the extent to which one can draw
generd conclusions from the results of a particular computationa implementation.

Theories of cognitive vaiability

Atypica development represents only one form of cognitive variability. Other formsinclude

the process of development itsalf, individua differences between norma people of the same
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age (e.g., intelligence), variations due to ageing, as well as day-to-day and even moment-to-
moment variations in performance. If one accepts that computationd parameter variationsin
cognitive mode's can account for atypical development, oneis bound to ask, will such
computationa parameter manipulations explain dl forms of variation? While thisis not the
main focus of the present paper (see Thomas & Karmiloff-Smith, in press b, for a detalled
condderation), it is worth noting some of the issues that a more generd gpproach to cognitive
variability would raise. Are dterations to the same computationa parameters responsible for
each type of variation? Is atypicd development smply thetail end of adigtribution of normad
developmenta parameters? Or isit an exaggerated variation due to disordered underlying
physiology? Or isit variaion perhaps due to quite different computationd parameters
showing no such variation in the norma population? Initid connectionist approaches have at
times proposed variations of the same parameters to account for different types of variability,
for instance with variations in hidden unit numbers proposed to account for normd
development, atypica development, and individua differences. It isunlikely such a‘one
parameter fitsdl’ approach will be theoreticaly sustainable (Thomas & Karmiloff-Smith, in
pressb). A coherent computational picture of cognitive varigbility is desirable, but has yet to
emerge. When it does so, we believe that the neuroconstructivist gpproach eucidated in the
present paper will be equaly applicable in linking different forms of varigbility to ther

genetic underpinnings in dynamicaly evolving sysems.

Multiple causdity

In exploring the background flexibility of the modd, Table 1 reveded that a given narrow
behaviourd impairment — say a reduction in generdisation of the regular past tense — could be
generated by a number of different parameter manipulations. Two conclusons follow. Where
such multiple causdity of deficit exigs in a modd, the modd will be less effective in

congraning the theoretica inferences that can be drawn from the presence of this particular
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deficit in a group of individuds or in a syndrome. Second, if the modd is vadid, individuds
exhibiting such a narrow deficit may do s0 as a result of a range of different underlying
imparments. We condder dsewhere the methodologica implications of this finding for
empirical investigaions of behaviourdly-defined developmenta disorders (Thomas, in press).
Here we recognise that connectionis modes of atypical development are likely to predict
multiple causdity of deficits, and take this as a caution agangt reading too much into the
gmilarities that different groups show in single behavioura deficits. For example, with regard
to the past tense domain, individud <udies have reported deficits in irregular inflection not
jus in Williams syndrome, but dso in children with Spind Muscular Atrophy (Seraizki &
Woall, 1998) and in children with Early and Continuoudy Treated Phenylketonuria (Baddli,
Izvorski, Ozawa, Diamond, & Ullman, 1999). The modd supports the posshility that the
cause could be different in each case.

Computer moddling of development derts us to the fact that different dterations in
initid condraints can give rise to Smilar endsate deficits. Importantly, computer moddling is
one of the unique ways in which to explore an opposte posshility: that divergent behaviourd
outcomes in two disorders may aise from minor differences in otherwise highly smilar
darting conditions — in other words that, despite quite different endstate behaviourd profiles,
the causes of each disorder could turn out to be closdy related. While this was raised in
previous work as a theoreticad posshility (Karmiloff-Smith, 1998), it is only by in-depth
modelling that the hypothesis can be fully explored.

We can use the current smulation results to illudrate this point with a hypotheticd
example. In a past tense dicitation task, let us say that Disorder A is characterised by an
goproximately equa deveopmentd delay to regular and irregular past tense formation, but
notably, an increased ability to apply the ‘+ed’ regularity to novel verbs. Disorder B, on the

other hand, is characterised by a deveopmental delay much more marked for regular verbs
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than irregular verbs, and a very reduced ability to apply the ‘+ed” past tense regularity to
novel verbs. Since these patterns were the outcome of particular manipulations, we know the
folowing facts these gpparently contrasting disordered profiles arise from two language sub-
gystems that share the same architecture, the same representational resources, the same input
and output representations, the same learning dgorithm and learning rate, and the same leves
of processing noise. The two disorders are in fact closely related, since they are both caused
by an initid dterdtion to the same sysem parameter, the discriminability of their congtituent
processng units. However, the contribution of the developmental process is to push these
initidly amilar datdates onto diverging trgectories, producing disorders with contrasting
profiles in the endstate. The close association of these two hypothetical disorders would not
be uncovered by merdy focusng on the dissmilarity of the behaviourd profiles that they
exhibit in the phenotypic outcome. Underdanding the two processes of development is
crucid.

Genardity and robustness of findings

The smulations presented in this article amount to the claim thet certain developmental
deficitsin WS can be explained in terms of parameter variaions to a particular computational
implementation. Such aclaim is bound to raise certain objections.

One might object, for example, that the range of developmenta deficits explored in
the preceding smulations smply indicates that associative networks are fragile learning
systems. Buit thisis not the case here. One should bear in mind that sSince our am to was
generate atypica trgjectories of development, the parameter manipul ations we reported were
those sufficient to disrupt the course of development, and thus the results may exaggerate the
ease with which learning can be disrupted. Nevertheless, under awide range of manipulations
to phonologica, lexica-semantic, and architectural parameters, we were able to demonstrate

thet, surprisngly, the target domain was successfully acquired, dbeit at different rates and
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with different implications for generdisation. The associative network was fairly robugt in
learning the training set. More importantly, explicit, implemented computationa accounts are
necessaxrily more ‘fragile than verbd theories, in that they contain ranges of parameter vaues
within which smulations can capture target data. Specification of these parameter vauesis
what it meansto report a successful smulation. Verba theories often gppear robust merely
because they lack precise specification. When one specifies theories in greater detail,
limitations often become apparent which are smply lost in the migt of vague-but-plausible
verbd theoriang.

One might aso object that our thorough exploration of the (developmenta) parameter
gpace of a single computation model merdly served to shine a 50,000 watt streetlight on atiny
gpot of the sdewalk, in the search for the proverbid set of lost keys. How could we guarantee
that oursisthe right modd and that we have found the right manipulation to smulate our
target disorder? If oursis not the right modd, to what extent would the findings generdise to
other possible or existing past tense models?

These are the right kinds of questions to ask of smulation results, but they must be
addressed without undue pessimism about moddling itsdf. Any of the computationa
accounts that have been proposed for acquired deficits, for psychiatric disorders, for ageing,
or for inteligence, rely on the assumption that the norma mode is the correct one, despite the
fact that no fina ‘correct’ modd of the normd system exigtsin the rlevant fields. Y et such
models have dl generated serious advances in ther field. Indeed, no modd can provethat it is
the right modd even if it successfully smulates the data. As has been widedly discussed, the
role of moddling is more subtle. The process of modd construction necessarily involvesthe
cost of amplification, for the benefits of specification, clarification, evauation of theory
viahility, generation of testable hypotheses, detailed exploration of the problem domain, and

consstency of explanation whereby domains are unified by mode's which share common
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computationa principles. In the current context, the modelling process led us to consider
issues of multiple causdity in developmenta disorders, the role of individud varighility, the
computationd relation of different forms of cognitive variability, and the possbility of
interactions between aypica condraintsin developmental sysems. Moddling isatool for
theory advancement, often yielding clear empirica predictions.

Of coursg, it isimportant to note that we did not choose just any ‘spot’ of the sidewalk
on which to shine our 50,000 waitt bulb. The spot was based on a prior, thoroughly evauated
computationa developmental account of past tense acquisition, combined with the latest
views on the need for differentiated structure in inflectiona systems that distinguishes
phonologica and lexica-semantic inputs (Lavric et d., 2001; Plunkett & Juola, 1999). And,
as much as possible, we used empirica datato congtrain our parameter manipulations,
compared multiple manipulations where those data were not sufficiently congraining, and
evauated background flexibility to assess the sengtivity of our results to our manipulation
decisons.

Neverthdless, the issue of generdity must of course be taken serioudy. One of the
advantages of siting our exploration of computational accounts of developmentd disorders
within the past tense domain isthat it permits ready consideration of issues of generdity,
given the dichotomous nature of the field. We have based our explanations on developmenta
connectionist models. Would the findings of these smulations generdise to the dterndtive,
Dual-Mechanism account of past tense formation? For example, would reduced phonologica
smilarity and redundancy decrease generdisation in that modd, or an atenuated lexicd-
semantic influence differentialy deay irregular acquisition? The fact that the DM modd is
not computationaly implemented makes it impossible to speculate with any confidence. It is

here that the disadvantage of under-specified verbal theories becomes apparent.
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Now, given the wider aims and scope of the DM approach, the reluctance of DM
theorigs to invest time in building implementations of particular domains is understandable.
But asit stands, the DM modd is particularly under-constrained when it comes to
developmentd disorders. Aswe have suggested, thisis because it cannot specify how, during
development, each of its mechanisms might compensate for initid damage to the other.

It isworth exploring thisin alittle more detail. The DM model could be congtrued in
two ways. Firs, as we have described it so far, it might involve a symbolic mechanism, an
asociative mechaniam, and an externd “ epiphany’ mechaniam that identifies the presence of
arulein the input and asks the symbolic mechanism to learn it (Pinker, 1999; see Marcus,
1992, p. 133-7, for details on how this might work). Alternatively, asmpler verson of the
model might just comprise the symbolic and associative learning mechanisms which are
exposed to the input without any guidance. The question is, in the case of initid deficiencies
in the symbolic mechanism, what isto prevent the associative mechanism from learning dl of
the past tenses asindividua cases, and so producing norma looking endstate behaviour? In
the case of initid deficiencies in the associative mechanism, what is to stop the symbolic
mechanism from learning al the past tenses as rules (either under the direction of the
‘epiphany’ mechanism in thefirg verson of the modd, or on its own in the second version)?

Asit has been described in various articles, the DM modd certainly gppearsto have the
capacity for such compensatory learning. For instance, the symbolic mechanism has the
potentia to learn multiple rules, invoked to account for the acquisition of the more
complicated inflectiond paradigms of other languages (Clahsen, 1999, p.1047). (Indeed the
dl-rule method was the origina approach taken to irregular past tense formation in
linguigtics, Chomsky & Halle, 1968). Moreover, the associative mechanism has the potentia

to learn regular past tenses aswell as exceptions (Pinker, 1999). Thus, Pinker says*“human
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memory is not a scarce resource reserved for the incompressible nuggets that cannot be
generated by rules’ (1999, p. 138).

Of course, one could specify initid congraints which would make developmenta
compensation more difficult. For ingtance, if the ‘epiphany’ mechanism functioned
independently of the DM system, so that the symbolic mechanism was guided to learn the
sameinflectiona rules irrepective of the performance of the associative memory [Footnote
7]. Or if there were a particular limit on the number of rules that could be learned. Or if there
were a particular limit on the number of forms that coud be memorised. However, until such
developmenta condraints have been clearly specified, the implications for initid deficiencies
in one mechanism on what the other may be able to acquire remain pure speculation.

Exiding implementations, on the other hand, provide more solid grounds for
evauding the generdity of the clams made from our smulations. Aswe indicated in the
introduction, DM theorists have identified some current computationa implementations that
bear smilaritiesto the DM account, in that they involve amemory device with a separate
rule-like device (athough in most cases the rule-device just serves to copy the verb stem to
the output.) In the next four paragraphs, we consider how our findings would generaise to
four DM-congistent computationa implementations. These implementations would
correspond to the dternative, Smpler verson of the DM modd identified above. From these
four cases, a consistent picture emerges.

Westermann and Goebd’ s (1995) modd of German verb inflection appears on first
impression to have alexica memory and a copy-function to ad in regular inflection. Closer
ingpection reveals that the ‘production’ part of the network in fact generates the inflected form
from a combination of the phonologica representation of the sem and alocdist
representation of individua word identity. This sructure is therefore actudly very smilar to

the architecture we have explored in our mode, albeait implemented in a recurrent system.
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Westermann (1995) found that removal of or redtrictions to the lexica memory differentidly
delayed irregular inflection, but dso delayed regular inflection, Snce the initidly intact
components of the network had to learn both inflection types. It is less obvious what
implications would ensue from changes to the phonologica representations: this may affect
development of the lexical component (a phonology- driven self-organisng map), and it may
affect ontline generdisation, sncein the modd nove forms that rhyme with existing verbs
cause lexical activation of the rlevant existing verb. Reduced similarity may reduce the
lexicd activation for novel forms, and therefore dter generdisation properties (Westermann,
pers. comm., Jan. 2002).

Secondly, Westermann (1998) employed a constructivist architecture where, again,
one part of the model (direct input-output connections) came to specidisein regular
inflection, while another parald processng route — a hidden layer of increesng sze— came
to specidisein irregular inflection. Omisson or developmenta restriction of the growing
hidden layer caused adday for irregular inflection and alesser delay for regular inflection
(Westermann, pers. comm., Jan. 2002)

Our third example, an inflectiona mode within the ACT-R paradigm proposed by
Taatgen and Anderson (2001; Taatgen, 2001), has smilarities to the DM account in that it
combines rule-based processing with a memory for ingances. Thusit shares the hybrid
representational commitments of the DM moddl. Taatgen and Anderson’s mode includes no
representation of phonologica structure, so manipulations to phonologica smilarity cannot
be consdered at this age. The implications of differencesto the modd’s lexica memory
cannot be estimated, sincein part the memory and rule component work in seriesrather than
inpardld (for ingance, ‘retrieva past tense’ isarule that operates on forms stored in lexica
memory). Under norma conditions, the fully-trained endstate model tendsto rely on this

retrieve-stored-form rule to inflect most verbs. Under atypical conditions of lexica memory,
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it is unclear what compensatory strategies would be available to the system, nor how these
might differentialy affect regular / irregular verbs. Asit stands, for ingtance, it is not obvious
thet aregular rule would emerge a dl if lexicd memory were attenuated, Snce emergence of
the default ‘add —ed’ ruleis contingent upon some prior history of forming new past tenses by
andogy to random examples retrieved from lexical memory. The modd’sinitia default is
smply to reproduce an uninflected sem, and with afalure of lexicad memory, it might just
persst in this behaviour.

Findly, Hare, ElIman and Daugherty (1995) proposed amodel that combines two
components. a 3-layer connectionist network that maps between stem and inflected form, and
a‘copy-function’ that supplies the stem to the output layer. The second component is included
to offer an improvement in default generadisation. From Marcus' s (2001) perspective asa DM
theorist, these components correspond to two quaitatively different mechanisms operating in
pardld, one asalexicd memory, the other as arule implementing ‘copy X'. What might
happen under developmenta failure of either component? Failure of the lexicd memory
component would restrict the model to outputting an uninflected stem (just asin the preceding
model, by co-incidence) since only the copy function would remain. Changes to phonology
would mogt likely reduce generdisation of the *add —ed’ regularity in line with our
amulations, ance the lexicd memory component of the Hare et d. modd must till specify
the conditions under which the *-ed’ suffix is added to the stem. The copy-function ensures
that novel forms incorporate the stem in the output where lexical memory does not specify an
irregular, but the rule component itsdlf is unable to generate the suffix.

In sum, it appears that where components of inflectional models help supply or
process word-specific information, developmenta anomalies to these comporents are likely
to produce a gregter delay for irregular inflection, athough regulars may aso suffer via

compensatory processes. It also seems likely that changes in phonology will have implications
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for generdisation, dthough the exact ramifications are hard to predict without actua
amulation. In short, two of the mgjor effects we report seem likely to generaise to more DM-
consgstent modds. Of course, these predictions would need to be verified by smulation — if
one could fully anticipate the behaviour of complex learning systems, there would be no need
for amulation & dl!

Thisbrief review of DM-cons stent models suggests that there is some generdity of
our smulation results, and thus that our conclusions are not based on particular
implementation details. Nevertheess, none of the four preceding models has been thoroughly
examined within the developmental domain, and they stand here as aproxy for the currently
under-gpecified DM account. We have embarked on this consideration of generdity to
illugtrate that, if one chooses to use smulations to formulate explanations of devel opmental
deficits, then one must go beyond smulation results to distinguish generd principles from any
particular implementation detalls. The theoreticaly dichotomous past tense field provides an
ided forum for this endeavour. Crucidly, however, it highlights the importance of
implementation to generate a focused debate in the field. In terms of theoretical approachesto
developmentd disorders, currently it is most important to improve our characterisation of the
process of development itself, and as we have illustrated, computational implementation isa

fathful servant to that god.

Conclusion
An in-depth consderation of a developmenta computational moded of past tense formation in
Williams syndrome made it possble to darify important theoreticd debatesin that domain. It
then alowed usto evaluate more widdly the advantages, disadvantages, and hidden
assumptions of usng developmenta computationad models to explain behaviourd deficitsin
developmental disorders. We conclude that, provided their assumptions are well understood,

computational models of development (here represented by connectionist networks) have
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great potentid to aid in our understanding of deficits in developmenta disorders because they
focus our attention on the developmentd process itsdf asacrucia causd factor. This
contrasts with previous static gpproaches seeking to characterise such deficitsin terms of
sdective damage to high-level components, analogous to cases of adult brain damage.
Disordered systems are those that develop under atypical low-level congraints. Our
contention is that computational models of learning are an excdlent tool to Sudy atypica

processes of development in complex systems.
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Footnotes

Footnote 1: Bromberg, Ullman, Coppola, Marcus, Kdley & Levine (1994) reported asmilar
priminary finding on asample of 6 individuas with WS in an unpublished conference

presentation, but without analyses to demondrate that differences were significant.

Footnote 2. For example, smilar meanings are sometimes associated with different past tense

forms: dap-dapped, strike-struck, hit-hit. Different meanings are sometimes associated with

related irregular past tense forms. stand-stood, understand- understood. See Pinker (1999) and

Ramscar (in press) for discussion

Footnote 3. Binary features were: sonorant, consonanta, syllabic, continuant, voiced, |abid,
anterior, +coronal, back, strident, nasdl, latera, -coronal, high, central, low, rounded, tense,
diphthong. For diphthongs, vowe height was coded from where the first vowe gtarts, i.e. if

the diphthong starts high but movesto low, it was coded as high.

Footnote 4. The properties of smilarity and redundancy could plausibly be linked in the
developmenta emergence of phonologica representations in the language system. Speech
based representations must be developed from acoustic information and under the Atypica
Phonology hypothesis, it is differencesin lower-level auditory processes that lie at the root of
subsequent anomalies in language processes. Oliver et d. (2000) explored the effect of
disruptions to the development of salf-organising connectionist systems, and found that the
specificity of the representations formed as aresult of competitive processes was linked to the
number of units encoding each of the inputs. Greater competition between processng unitsin

a sdf-organisng map leads to more specific representations for input items, but can lead to
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more units being deactivated via the process of competition, and therefore not involved in
encoding information. Thus, dthough the phonologica manipulation wasfairly precisg, it is

not an unreasonable one.

Footnote 5. Clahsen & Almazan (1998) have adightly different account of this deficit based
on the DM modél. In their account, the word- specific information thet is unavailable ont-line
is redtricted to the phonologica form of irregular past tense forms, and has no semarntic

content.

Footnote 6. For example, hereis how Marcus, Pinker et d. (1992, p. 16, footnote 6)
distinguish Pinker' s derivation of the blocking principle (the component of the DM model that
co-ordinates the functioning of the symbolic and associative mechanisms) from a competing
proposd of MacWhinney: “The principd difference between MacWhinney’s (1978) and

Pinker's (1984) expositionsisthat Pinker takes the blocking principle as it was explicated and

judified by linguigts to explain adult knowledge, and Smply attributes it to the child , whereas

MacWhinney introduced it as a specific new claim about the child’s morphologica

acquisition sysem” (itaics added).

Footnote 7. See Thomas & Karmiloff-Smith (in press a) for a discussion of guided
Specidisation as a computational congtraint that will produce selective endstate deficits

adongsde ‘Resdud Normdity’ in adevelopmenta disorder.



Moddling atypicd language 103
Table 1. Summary of effects on network performance of each manipulation againg the empirica criteria NS = modd trained without lexical-
semantics. BP = training with backpropagation (reduced plagticity); SPO = training with sgmoid prime offset (intermediate plasticity).

Manipulation Developmental Delay? Endstate Reduced generalisation? Comments
impairments?
Regulars Irregulars Non-rhymes Rhymes +ed Rhymes
+ed Irregularisation
Target Data Y Y N Y Y Y
Increased Hidden Units N accelerated N accelerated N N increased Y N increased
Decreased Hidden Units Y Y Y Y Y Y With semantics, endstate deficits do not
reg. moredelayed  [NS irreg. more equal for reg. and gppear until HU=10. Without semantics,
than irreg. delayedthanreg.]  irreg. endstate deficits appear at HU=20 and
[NS greater for irreg.] are greater for irregular verbs
Architecture: 2-layer N accelerated Y N N increased N increased N no change Large numbers of overregularisation
[NS Y much larger errors
forirreg.]
Architecture: 4-layer (25/25) Y reg. more Y N Y Y Y
delayed than irreg.
Architecture: 4-layer (50/50) Y N accelerated N Y Y N no change
Architecture: Fully connected N accelerated N no change N N increased N early increase, N increased Direct connections aid acquisition of
late no change regulars
Processing noise N N Y Y Y Y With higher processing noise levels
at higher noise levels (>10%) performance collapses late in
training, with irregulars suffering more
than regulars
Reduced plasticity inthelearning Y Y o Y SPOirreg. only Y SPO N SPOincreased Y SPO
algorithm BP: equal defay ~ SPOirreg. greater N BP N BPnochange N BPincreased N BP no change
delay than reg. [NS Y irreg. deficit ~ [NS BPN
for both SPO and BP]  increased]
Increased unit discrimination Y Y N N increased Y N early increase, Y
|ate decrease [NS N no change]
[NS N increased]
Decreased unit discrimination Y reg. more Y N Y Y Y

delayed than irreg.

[NS N no change]
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Figure Captions

Figure 1. (8) Past tense dicitation performance for individuds with Williams

syndrome and typicaly developing controls plotted againgt increasing chronologica
age (CA), from Thomas et d. (2001). Data show performance on regular and irregular
verbs, and three types of novel items. Non-rhymeted = regular generdisation of

nove items not rhyming with exiging irregulars (e.g., brop- bropped); Rhymeted =
regular generdisation of nove items rhyming with existing irregulars (crive-crived,

cf. drive); Rhyme-irreg = irregularisation of nove rhymes (crive-crove). (b) The same
data plotted againgt increasing verbad menta age (VMA). Participant numbers varied

across age bins (see Thomas et al., 2001, for further details).

Figure 2. Summary of the mode architecture and the main manipulations. These
included manipulations to lexica-semantics, phonology, the integration of lexica-

semantics and phonology, and arange of background parameters.

Figure 3. The effect of adower learning rate in the model, compared againgt the
‘normd’ developmentd trgectory. (Arrows show the direction of change required to

fit the WS profile).

Figure 4. The effect of reducing the level of between-phoneme amilarity in the
phonologica representations. The 6-bit code has the highest amilarity while the 26-
bit code has the lowest. The normal condition was a redundant version of the 6-hit

code. (Arrows show the direction of change required to fit the WS profile).
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Figure 5. The effect of increasing the level of redundancy in the phonological code.
TimesA4 isthe most redundant and timesl. the least redundant. (Arrows show the

direction of change required to fit the WS prafile).

Figure 6. A comparison of the basdline condition (times4) againgt a phonologica
representation with reduced smilarity and redundancy (19-hit). (Arrows show the

direction of change required to fit the WS profile).

Figure 7. The effects on past tense performance of changing the encoding of the
lexical-semantic representations, and of excluding lexical-semantics from the

network. (Arrows show the direction of change required to fit the WS prafile).

Figure 8. Comparisons of |exical-semantics deficits gpplied prior to training
(developmental) or as a network lesion at the end of training (acquired). For deficits
gpplied prior to training, performance is shown midway through the training process
(250 epochs) and at the end of training (5000 epochs). Scores shown are for
performance on regular verbs, irregular verbs, and ‘+ed’ generaisation of nor+
rhymes. Results are shown separately for each type of lexica-semantic code. Error
bars show standard error across network replications. [Note: Acquired deficits to
lexical-semantics did not affect generdisation Snce nove inputs were purely
phonologica. Developmenta deficits did affect generdisation sSnce they constrained

the developing structure of the internal representations.]
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Figure 9. (a) Empirica datafrom Thomas et d. (2001), comparing performance on
concrete and abstract verbs in a past tense dicitation task. Results are shown for
performance on regular verbs, irregular verbs, and proportion of over-generdisation
errors onirregulars (e.g. think-thinked). (b) Simulation data comparing the
performance of a network with normal and with weakened semantics on concrete and

abstract verbs.

Hgure 10. The effect of different types of lexica-semantic integration deficit, either
adding noise into the Sgnd, developmentally ddlaying its availability, or redtricting
the weight change in these connections. (Arrows show the direction of change

required to fit the WS prafile).

Fgure 11. Anillugration of the interaction between initid phonologica smilarity

and initid lexica- semantic code on the developmenta performance of irregular verbs.

Figure 12. Generaisation performance in the network as hidden unit numbers are
varied (thick lines). Results are shown for three forms of nove item:
Smilar(Regulars) = nove items sharing two phonemes with an existing regular verb;
Similar(Irregulars) = nove items sharing two phonemes with an existing irregular
verb; Non-Smilar = nove items sharing no more than one phoneme with any verb in
the training set. Thin lines show equivaent performance in a network without lexica-
semantic input. (* = 500 hidden units gpproximately equa to 1 unit per verb in the

training s=).
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Figure 13. Smulation trgjectories plotted for the portion of training relevant to the
empirica data Upper pand shows the effect of the phonologica manipulation of
reduced smilarity and redundancy when matched to basdine performance on regular
verbs (our implementation of aVMA match). Lower pand shows the equivaent data
for the lexica-semantic noise (integration impairment) condition. Dashed lines show
identica pointsin training for regular and irregular verbs, and demondtrate how the
gpparent deficit for irregular verbsis diminated by the matching procedure, in line

with Thomas et d. (2001).
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Figure 3
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Figure 6.
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Figure 7.
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Figure 8.
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Data from individuals with WS
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Figure 10.
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Figure 11.
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Figure 12.
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Figure 13

Matching simulation to data: “Chronological” vs. “Mental age” matching
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