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One emphasis of the current volume is on the use of developmental trajectories in the study of developmental disabilities. This chapter is intended for the reader who wants to find out about the developmental trajectory approach, and why it can be advantageous for investigating developmental disorders like Williams syndrome (WS). The chapter focuses on theoretical, methodological, and analytical issues surrounding trajectories, but it is grounded in examples drawn from one aspect of research on WS, that of figurative language development. Figurative language is relevant to everyday communication skills, and it is of theoretical interest because it lies at the interface of language, cognition, and social skills. It therefore brings to the fore issues surrounding the uneven cognitive profile frequently observed in WS and considered at length elsewhere in this volume. In particular, we consider how the development of figurative language fares in WS given the apparent strengths in language and social skills, while overall IQ indicates moderate levels of learning disability. The methods we describe are more general, however, and could be applied to a variety of neurodevelopmental disorders.

The developmental trajectories approach involves constructing functions of task performance and age, thereby allowing developmental change to be compared across typically and atypically developing groups. Trajectories that link performance to measures of mental age can be used to ascertain whether any performance difference compared to controls is commensurate with the developmental state of other measures of cognition in the disorder group, that is, to reveal the developmental relations that exist within disorders which show uneven cognitive profiles. Conceptually, the trajectories approach is very similar to standard Analyses of Variance (ANOVA). However, instead of testing the difference between group means, the difference between the straight lines used to depict the developmental trajectory in each group is evaluated. We discuss two applications of the approach in studies of Williams syndrome (WS). The first is in the domain of figurative language comprehension, where research indicates that individuals with WS may access different, less abstract knowledge in figurative language comparisons, despite the relatively strong verbal abilities found in this disorder. The second is an investigation of whether lexico-semantic knowledge in WS is in-line with receptive vocabulary, where we found that conventional vocabulary measures may overestimate lexical-semantic knowledge in WS. We discuss the trajectories approach in the context of Karmiloff-Smith’s (1998) view that a good understanding of developmental disorders depends upon an understanding of the developmental process itself. 

The origin of the WS cognitive profile

Williams syndrome is notable for the uneven cognitive profile observed in the disorder (Karmiloff-Smith, 1998; Mervis et al., 2003). Broadly speaking, language and social skills are a relative strength, while visuo-spatial skills are a relative weakness, and overall cognitive ability is below the normal range. But note that these are relative statements. The disorder is caused by a now well-characterised genetic mutation: a significant number of genes is lost from one copy of chromosome 7, which may then have knock-on effects on the expression of multiple other genes across the genome. With respect to cognition, these effects may alter brain development and/or affect on-going neural function. Certainly, both global and local differences have been observed in brain structure using magnetic resonance imaging measures (Meyer-Lindenberg et al., 2004; Meyer-Lindenberg, Mervis & Berman, 2006; see Karmiloff-Smith, this volume, for review). The eventual explanation of the WS cognitive profile will involve links between the genetic abnormalities, the differential effects on brain structure and function, the particular cognitive profile as inferred from a battery of behavioural tests, and a characterisation of how the structure of the subjective physical and social environment may be different for the individual with WS, potentially exaggerating the effects of the genetic mutation across development.

Let us consider the WS cognitive profile in more detail. Researchers began their investigation of the disorder by running a battery of standardised tests (e.g., Bellugi, Wang, & Jernigan, 1994; Wang & Bellugi, 1994). Standardised tests are carefully designed to focus on particular cognitive skills. Part of the test construction involves giving the test to a large sample of typically developing children and adults. This allows for the formulation of tables indicating what performance level on the test should be expected at a given age, and the extent to which any given performance level is above or below average for that age. Standardised tests have several origins: they are used in education to identify children who are delayed or gifted; they are used with adults for purposes of job recruitment, to identify skill sets; and they are used with adults who have suffered acquired brain damage, to identify whether certain skills have been lost.

When the battery of tests was run on individuals with WS, there were some surprising differences in ability levels. Almost none of the cognitive abilities were at the level one would expect given the individual’s chronological age (CA). Initially it was remarked how language skills (assessed, for example, by a receptive vocabulary test) appeared to be better than non-verbal abilities, particularly those involving visuo-spatial construction (such as drawing, or copying designs by arranging coloured blocks). The ability to recognise faces was also a relative strength, and seemed linked to the social skills (or at least, overt friendliness) exhibited by individuals with WS (e.g., Bellugi, Wang, & Jernigan, 1994; Pinker, 1994, 1999). The profile was particularly highlighted by using comparisons to other developmental disorders. For example, language ability in WS appeared better in than in Down syndrome (DS) despite comparable full IQ (e.g., Wang & Bellugi, 1994). Some language skills appeared stronger in WS than in Specific Language Impairment (SLI), despite the higher IQs in the latter group (e.g., Ring & Clahsen, 2005). Social skills in WS contrasted with those found in autism, where individuals appear socially withdrawn. Figure 1 depicts data from Annaz (2006), comparing test results from typically developing children and four disorder groups: WS, DS, high-functioning children with autism (HFA) and low-functioning children with autism (LFA). 
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This figure reflects the different uneven profiles evident in the different disorders: for WS, receptive vocabulary is a little below typically developing (TD) children, face recognition is at the same level, but there are marked deficits in both visuo-spatial construction tasks. In HFA, performance is similar to TD children, and none of the tasks here pick up their difficulty in the autistic diagnostic triad of socialisation, communication, and a restricted repertoire of interests. For the children with LFA, performance on pattern construction is strong, a little less so for copying, but now there are marked deficits for vocabulary and face recognition. The group with DS, by contrast, scores poorly across all the tasks.

Where do these different uneven cognitive profiles come from? How are they related to the different genetic and environmental causes of the each disorder? This is one of the principal questions considered in this book. One way to address this question would be to repeat the same set of tests at progressively younger ages. The data in Figure 1 represent a snapshot at a single point in time. If snapshots at younger ages demonstrated the same relative profiles right back into infancy, we might conclude that the underlying causes of the profiles were there from the start. Perhaps they result from the atypical development of parts of the brain responsible for each aspect of the cognitive profile. Perhaps the relevant genetic causes in each disorder only act on these brain mechanisms during development?

There are some practical difficulties in using this method to investigate the origins of the uneven profiles. For example, behavioural tests are often only appropriate over a certain age range. If we want to examine a given behaviour in an 18 month old versus a 4 year old versus a 12 year old, we may have to use different tests. And this creates the risk that differences in cognitive profiles at different ages may arise from the different tasks we are using. Moreover, tests have different levels of sensitivity in their relation to cognitive processes. If individuals are given a long time to generate their response in, say, pointing to the correct picture out of a set of four that corresponds with a target word, it is possible the individual may use a different strategy to get to the correct answer. The behaviour may look the same even though the process is different. So there might be concerns whether our behavioural measures are necessarily telling us about the nature of the underlying cognitive processes.

Relatedly, there are some theoretical concerns stemming from the fact that many of the behaviours we are measuring from infancy onwards are products of experience-dependent learning processes. There is no vocabulary or grammar system at 6 months. At 18 months, there might be a small vocabulary in typical development, but still little in the way of grammar. Visuo-spatial construction requires a combination of visual perception, planning, and motor control that is not apparent until early childhood. The earlier we get, then, in generating our snapshots, the more we may be looking for ‘proto’ or seed versions of the systems we are measuring at later ages. And a worry may register at the back of our minds: what is the contribution of the learning process to the cognitive profile we see at later ages?

Even if we manage to generate a set of profile snapshots back to early infancy, there are also theoretical issues to address when attempting to marry up these cognitive-level data to the brain level and genetic level. Current views are that no single brain area is responsible for generating a high-level behaviour; rather, a network of brain areas act together. The relationship of brain areas to behaviour is thus many to one. Moreover, genes tend to be involved in the development and maintenance of multiple brain regions: the relationship of genes to brain areas is many-to-many (Kovas & Plomin, 2006). Such issues are beyond the scope of this chapter, but clearly they pose a challenge for linking behaviour to cognition to brain and genome.

Perhaps more to the point, however, is that early snapshot data like these have been collected. And the answer is that the disorder cognitive profile does not always look the same at different ages. For example, in WS, when the ‘proto’ systems for vocabulary and number in toddlers were compared with the developed systems in adulthood, the relative patterns were different. For numerosity judgments, individuals with WS did well in infancy but poorly in adulthood, whereas for language, they performed poorly in infancy but well in adulthood (Paterson et al., 1999). In other words, if we use a snapshot of cognitive profiles, these profiles may look different at different ages. An alterative approach is needed.

Developmental trajectories

The main drawback of the snapshot approach is one that has bedevilled many theories of normal development, in particular those that characterise cognitive development as a set of stages through which children pass on their way to adulthood. Such theories raise a difficult question. What are the transitional mechanisms that move a child from one snapshot/stage to the next? Stipulating the nature of these mechanisms lies at the heart of any theory of development, whether it concerns typical or atypical development. To understand development is to understand the causes of change over time. Moreover, the cognitive system comprises many components that continually interact with each other in order to generate behaviour. These components do not develop in isolation but in the context of these interactions. Across development, components become more fine-tuned, and sometimes new components are fashioned (e.g., the reading and number systems develop through the protracted, structured experience provided by education). Problems with the development of one component are likely to impact on the other components with which it interacts. Networks of components that interact to deliver function may provide opportunities for better developing components to compensate for more poorly developing components, offering multiple pathways to developmental success (Thomas, 2010). Developmental theories, then, are best informed by assessing how behaviour changes with age. The (possibly atypical) learning properties of cognitive components, the network of components in which any one component operates, the structure of the environment, and the motivation of the child are all constraints that together shape increases in the complexity of behaviour over time.

Instead of snapshots of behaviour, then, the aim of experimental designs should be to construct a function that links changes in task performance with age. Ideally, such designs should assess multiple areas of cognition; they should use measures that are sensitive across a wide age range; they should follow a group of children longitudinally; and they should contrast multiple disorders to reveal which behavioural strengths and weaknesses are specific to that disorder. For practical reasons, many approaches begin with cross-sectional studies, measuring children with different ages. Trajectories generated from cross-sectional studies can be later validated by longitudinal work, to see if individual children indeed follow the trajectory predicted by the initial cross-sectional sample. Figure 2 re-plots the data from Figure 1 in the form of developmental trajectories, for just two of the standardised tests, BPVS and pattern construction (Annaz, 2006). These tests mark one of the strongest and one of the weakest skills in WS, respectively. Age equivalent score (or ‘test age’) is one of the scores derived from a standardised test, which indicates the age of the average child who achieved a given score (e.g., on a certain test, a score of 80% correct might be achieved by the average ten year old). For TD children, by definition, their test age should be much the same as their chronological age, and this is what is shown on both standardised tests in Figure 2. For receptive vocabulary, the WS group shows a developmental trajectory running underneath and parallel to the TD group: in WS, there is a small deficit but development is occurring at the same rate. For pattern construction, by contrast, development is poor: it is at floor and only starting to increase after around 8 years of age. Both the autistic groups are indistinguishable from the TD group on pattern construction, but the low-functioning group reveals floor performance on vocabulary, with the odd notable exception in the group. Lastly, DS shows floor performance and very slow rates of development for both tasks.
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Along with a change in research methodology, the developmental trajectory approach employs a different family of analytical techniques, including analysis of covariance, hierarchical regression, and structural equation modelling (Thomas et al., 2009). In this chapter, we focus on the first of these techniques, a relatively straightforward method for comparing group developmental trajectories, instead of the group means that are compared in the snapshot approach usually via analysis of variance (see Thomas et al., 2009, for detailed discussion of the linear trajectories analytic technique, and http://www.psyc.bbk.ac.uk/research/DNL/stats/Thomas_trajectories.html for worked examples).

Comparing linear developmental trajectories

The data in Figure 2 demonstrate how straight lines can be used to model the function linking age and task performance. In some cases, non-linear data can be transformed so that linear methods can be used (e.g., a log-log transformed can be used to linearise the relationship between response time and age). A linear function is defined by two parameters, the intercept (task performance at the earliest age measured) and the gradient (the rate of change in performance with age). When comparing a trajectory for a disorder group to the TD trajectory, or the trajectories for two disorder groups, linear trajectories may then differ in three ways: the intercepts may differ, the gradients may differ, or both may differ. When only the intercepts differ (as in the case of WS and TD for receptive vocabulary), the difference between groups remains whatever the age at which a comparison is made. If the gradients differ, then the relationship between the groups will depend on the age at which the comparison is made.

The use of trajectories to compare developmental across groups allows for a richer vocabulary to describe group differences. As well as the above types of delay, groups may differ in the shapes of their trajectories. For example, a disorder group may show a non-linear trajectory while the disorder group shows a linear trajectory. This would happen if performance in the disorder group were to asymptote at a premature level. Relatedly, a group might show a flat trajectory across the age range, suggesting that performance had achieved its maximum level given the developmental constraints of the system. Or there may be no systematic relationship between age and task performance in one of the groups. Comparisons between groups that collapse performance across wide age ranges, such as those shown in Figure 1, discard the opportunity to characterise developmental pathways using this vocabulary.

Comparing two groups on a single measure provides a simple between-participants design. The use of two or more tasks per group allows for more complex comparisons, including repeated-measures and mixed designs (analogous to those used in analysis of variance). For example, one might use a receptive and a productive language task. The TD group provides an indication of the performance difference one might expect between these two tasks at different ages. Using this information, one can examine whether any individual with a disorder demonstrates the difference one would expect for his or her chronological age. Or indeed, one can ask whether the task difference found in that individual is present at any age in the TD sample, providing the opportunity to identify markers of atypicality on an individual basis.

The above methods consider building a trajectory that links task performance to chronological age, but in many cases, we do not expect individuals with disorders to exhibit performance in line with CA. In WS, for example, strengths and weaknesses tend to be relative, with almost all skills falling below CA expectations (Benton face recognition being one exception; Annaz et al., 2009). In these cases, the more interesting comparison depends on building trajectories that link task performance to mental age (MA). The logic here is that, since we know that development is occurring more slowly in a given cognitive domain in a group of individuals with a disorder, task performance might be just what you would expect for the developmental stage that the relevant cognitive system has achieved. Standardised tests are the usual way to measure the developmental stage of a cognitive domain. The standardised test is selected for whether the experimental task relates to, say, language or visuo-spatial skills or reasoning or motor skills. For example, a task requiring an individual to describe the meaning of words relates to the domain of lexical semantics within language. One might then use a standardised test of receptive language, such as the BPVS, to assess the developmental stage of each individual’s language system. For each individual, one would then have three scores: task performance on word definitions, the test (mental) age on receptive vocabulary, and the child’s chronological age. From these data, one can then generate two plots for the group: one that relates task performance to CA and one that relates task performance to MA. The heuristic here is then as follows: If ability A is developing at the same rate as some other (also delayed) ability B, then plotting a trajectory between performance on A and the mental age on ability B will normalise the developmental pattern. That is, if the ability to provide word definitions is delayed, there will be a difference between TD and disorder trajectories when plotted against CA, but the trajectories will lie on top of each other when they are plotted against MA according to the receptive vocabulary test.

Of course, there is no requirement that trajectories are only plotted against mental ages derived from standardised tests. Trajectories can be used to link performance on two different tasks, and to examine whether an identical relationship exists in the TD and disorder groups. This begins to get us closer to the constraints that are shaping development in disorder and TD groups. For example, if a relationship exists between two tasks A and B in a disorder group but not the TD group (and assuming neither group is at floor or ceiling on the tasks), one inference is that A is providing a limit on (or support for) the development of B in the disorder group but not the TD group. If a relationship exists between two tasks A and B in the TD group but not the disorder group, one inference is that the relevant cognitive systems are not causally interacting in the disorder group. When allied with cross-syndrome comparisons, the developmental trajectories approach provides a powerful source of information on the atypical constraints that can shape the emergence of impaired performance; and in doing so, the approach provides a perspective on the constraints that shape normal development. For example, Annaz et al. (2009) compared the face recognition skills of the children whose data are shown in Figures 1 and 2. All of the four disorder groups showed impaired task performance compared to the TD group. However, trajectory analyses revealed that developmental was atypical in different ways in the four disorders. We now turn to consider the application of the trajectories approach to one domain of behaviour in WS, that of figurative language development.

Application of the trajectories approach to figurative language development

Figurative language is a good illustration of the point that high-level behaviours require the integration of a number of cognitive systems. For example, let us say that one day whilst drawing pictures with her mother, a child draws lots of fantastic shapes. Her mother compliments her using a metaphor: ‘your mind is on fire today’. To understand that the message (that the child is being very creative), the child must perceive the speech, integrate the meanings of the words with the syntactic structure, know that the sentence is literally false given the context (there are no flames!), juxtapose the two concepts (how thinking and fire can be similar), and so infer the communicative intent (of creativity). Such an integration between systems is particularly relevant for WS because both receptive vocabulary and social skills are viewed as a relative strength, while conceptual thinking is viewed as a relative weakness. Which abilities will determine performance: the strongest or the weakest? We will find, perhaps unsurprisingly, that the developmental trajectories (henceforth DT) approach reveals a more complex picture. In this section, we present three worked examples of the DT approach applied to WS, where DTs were constructed using receptive vocabulary age. 

(i) Development of understanding of non-literal similarity

The first example is an investigation of the development of understanding of non-literal similarity, which is a component of metaphor comprehension: in order to understanding a metaphorical utterance, one must construe a similarity between two terms yet also realise that those terms belong to separate conventional categories (e.g., Bowdle & Gentner, 2005). Thus, assessing the ability to understand non-literal similarity statements is an initial step in investigating metaphor comprehension, because such understanding necessitates knowing that entities can be similar to each other despite belonging to different semantic or conceptual categories. 

Comprehension of non-literal similarity is also involved in other types of figurative language, such as irony, analogy, idioms, and proverbs, which together constitute a significant component of everyday communicative interactions. To investigate non-literal similarity, Thomas and colleagues (Thomas et al., 2010) began by administering a simple picture-based categorisation task to individuals with WS, typically developing children aged between 4 and 11 years, and typically developing adults. In a paradigm adapted from Vosniadou and Ortony (1983), participants were required to complete similarity comparison statements and categorisation statements (e.g., “Eyes are like...?” or “Eyes are the same kind of thing as...?”) by choosing one of two response words. The pairs of response words were formed from items that were literally, perceptually, or functionally similar to the target word, or else anomalous (e.g., ‘ears’, ‘buttons’, ‘camera’, or ‘wall’, respectively). Participants’ justifications of responses were also recorded, to gain an insight into how responses were selected. The logic of the study (after Vosniadou & Ortony, 1983) was that selecting non-literal or literal responses to similarity statements (‘like’) instead of anomalous responses justified attributing the ability to recognise similarity across categories. For categorisation statements (‘same kind of thing’), the response given was taken as evidence of having conceptual categories organised on the basis of the type of response, i.e., selecting literal responses over anomalous ones reflected knowledge of literal categories. 

For the purposes of illustrating the DT approach, we will focus on functional similarity. Eyes and a camera perform the same function of processing images, even though they may look perceptually quite different devices. A pair of buttons, by contrast, may look perceptually similar to eyes without sharing any similar function. Figure 3 shows that both WS and TD groups tended to make a greater proportion of functional responses over anomalous ones as vocabulary age increased (as measured by the BPVS; Dunn et al., 1997). This relationship was very similar for both groups, suggesting that individuals with WS develop an understanding of functional similarity in the typical way. In tandem with this emerging understanding of functional similarity, the TD group also showed an increasing preference for functionally related responses over perceptually related ones with increasing vocabulary age in the comparison task, depicted in Figure 4. We call this a preference because an understanding of perceptual similarity was clearly demonstrated by even the youngest TD participants. However, Figure 4 also shows that such an increasing preference for functionally similar items with increasing vocabulary ability was absent from the WS group. Due to the finding that people with WS clearly do learn about functional similarity, this group difference in functional responding, even given receptive vocabulary, cannot be due to a lack of understanding of functional relations in the WS group. The implication is that while TD children develop a grouping of concepts on the basis of functional non-literal similarity in addition to literal similarity, individuals with WS group may not, despite acquiring the requisite knowledge to do so (i.e., assimilation rather than accommodation). The results of this study are consistent with the notion that where individuals with WS use figurative language, they may do so without fully understanding the abstract relations that underlie it (cf. Bertrand et al., 1994).
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(ii) Development of lexico-semantic knowledge

For our second example, additional evidence for a dissociation between language use and language knowledge in WS was found in a related study by Thomas and colleagues (Purser, Thomas, Snoxall, Mareschal & Karmiloff-Smith, in press). This study investigated the development of lexico-semantic knowledge using the DT approach. Lexico-semantic knowledge was assessed with the definitions task (in which participants are asked to define words; e.g., ‘What is an elephant?’) and also a novel categorisation task that involved sorting toy animals into semantic categories: participants were asked questions such as ‘Which live in the sea?’ and ‘Which lay eggs?’. The latter task was designed to avoid the metacognitive demands of the definitions task, such as knowing what a definition is, and understanding that the task requires listing features or attributes of the target concept in descending order of salience and diagnosticity. The domain of animals of chosen to make the tasks as easy as possible for participants with WS, because it has been shown that individuals with WS as young as 10 have comparable basic knowledge in this area to verbal-MA-matched controls (Johnson & Carey, 1998). Verbal mental age was once more assessed via the BPVS (Dunn et al., 1997).

Figure 5 shows the two groups’ performance on the definitions task: the WS group’s performance on began at a level appropriate for vocabulary age, but then the TD group improved more steeply than the WS group. The gradients of the trajectories rather than the intercepts differed. In the categorisation task (Figure 6), the WS group’s performance developed at a similar rate to that of the TD group, but was markedly poorer on average than predicted by vocabulary age. Here the intercepts differed, but not the gradients. This pattern of results suggested that individuals with WS have a lower level of lexico-semantic knowledge than expected given their receptive vocabulary (an area, remember, that tends to be a relative strength in WS) – although this knowledge increases with advancing vocabulary age at a similar rate to that seen in typical development. Of potential importance is the implication that vocabulary tests like the BPVS might overestimate lexical-semantic knowledge in individuals with WS, so that the use of other more general tests is recommended for assessing language ability in this population.
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Considering these two studies together, the importance of attempting to measure development over using matching methods is clear: some differences between groups that are marked at one point in development are not apparent at another point. The preference for functional similarity is something that emerges across typical development, while there is no sign of it ever appearing for individuals with WS. The disparity between WS and TD lexico-semantic knowledge is stable across development, while the metacognitive demands of the definitions task increasingly disadvantage the WS group at higher ability levels. This kind of information is not only unavailable in matched designs, but such designs discourage a developmental vocabulary; they discourage us from thinking developmentally.

(iii) Development of metaphor as well as metonym comprehension

Compared to vocabulary and grammar, pragmatic skills have been less explored in WS. Pragmatic skills relate to the ability to use language within a social context. Because fluent communication skills and the overly social behavioural profile are often found in the disorder, pragmatics was not assumed to be a weakness (Rice, Warren & Betz, 2005). However, when Laws and Bishop (2004) investigated pragmatic skills in 19 children and young adults with WS and compared their outcome on the Children’s Communication Checklists to that of individuals with DS, SLI and TD children, participants with WS showed poorer social relationships, restricted interests and overall pragmatic language impairments. These included as stereotyped conversation, inappropriate initiation of conversation and use of conversational rapport (Laws & Bishop, 2004). Karmiloff-Smith and colleagues (1995) carried out an early study with 11 adults with WS and asked them to explain what the protagonist meant by sarcastic and metaphorical statements in stories. Half of the adults failed to explain the meaning of the metaphors and sarcastic expressions used in their study (Karmiloff-Smith et al., 1995). Sullivan and colleagues (2003) investigated the understanding of ironic jokes in older children and adults with WS, in comparison to those with Prader Willi Syndrome and non-specific learning disability. In this study, the participants were presented with four stories after which they were asked a question about what the speaker had meant by an ironic joke or sarcastic statement and were asked to give a justification of their answer. Adolescents with WS failed to classify the ironic jokes as such, and judged them to be lies. While the participants with Prader Willi Syndrome and non-specific mental retardation showed similar deficits, the participants with WS differed in that they justified their answer by looking at the facts of what happened in the scenarios, while the other two groups focused on the mental states of the characters. This study thus showed that participants with WS have difficulty in distinguishing lies from jokes, which sits uncomfortably with claims about good language abilities and social skills in WS (Sullivan, Winner & Tager-Flusberg, 2003).

Idioms are figurative expressions established by usage in which the meaning cannot be deduced from the individual words, such as ‘kick the bucket’. Mervis and colleagues (2003) investigated the understanding of idioms in adolescents and adults with WS in relation to conservation abilities. Conservation relates to the logical understanding that some properties of an object are conserved even though the object has undergone some transformation. For example, the realisation that even though a fixed amount of water looks more in a small, thin glass than in a low, fat glass, the amounts are both the same. The ability to conserve has been linked to the understanding of idioms because for these expressions, the listener has to ignore the surface meaning but keep deeper underlying meanings active. It therefore relates the linguistic phenomenon to the underlying conceptual skills. In total, Mervis et al. (2003) tested 37 adults and adolescents with WS on the comprehension of idioms using the Familiar and Novel Language Comprehension Test from Kempler and Van Lancker (1985). In this task, the participant is asked to select the meaning of the sentence produced by the researcher from four pictures. In the participants with WS, the understanding of idioms was significantly poorer (mean of correct answers 5.95 out of 16) than the understanding of literal language (mean 12.95 out of 16). Furthermore, the performance on the comprehension of idioms correlated strongly with the number of conservation problems solved. Conceptual abilities therefore appeared to be the limiting factor in idiom comprehension.

This brings us to our third example. These studies provided snapshots of performance in adults. While they indicated that figurative language is a problem domain for individuals with WS, there is no insight into the developmental origins of the difficulty. Metaphor and metonymy are two types of figurative expressions in which a topic is linked to a vehicle based upon the fact that they share some common ground (to use the terminology in that literature). In a metaphor (e.g., ‘your hair is a bird’s nest’), the topic (hair) and vehicle (bird’s nest) belong to different conceptual domains (i.e., a body feature versus an animal’s abode) but are linked by a shared feature (physical appearance of spiky untidiness). In a metonym (e.g., ‘the policeman directed the bus’), the two terms belong the same conceptual domain (i.e., the term ‘bus’ is used here to refer to the bus driver, not the bus itself). Figure 7 demonstrates the development of metaphor as well as metonym comprehension in children with WS compared to TD children using a DT approach (Annaz et al., 2009). As shown in Figure 7, while there was a reliable relationship between performance and increasing CA in TD children for both metaphors and metonyms, performance in children with WS did not improve with increasing CA for either metaphor or metonymy. Group comparisons showed that overall performance in the WS group was lower compared to the TD group: performance in children with WS was not at the level expected for their CA. Nevertheless, there was an advantage for metonymy comprehension over metaphors in both groups, suggesting that comprehension of metonyms is easier than metaphor. 
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Performance on metaphors and metonymy comprehension between the two groups was then compared using trajectories built either against receptive vocabulary MA (once more, as measured by the BPVS; Dunn et al., 1997) or visuo-spatial construction MA (as measured by the pattern construction subtest of the BAS II; Elliot, Smith & McCulloch, 1997) shown in Figure 8. These analyses showed that participants with WS performed at a similar level to TD children when performance on metonymy was plotted against their vocabulary comprehension abilities, but was worse than expected on metaphors. Following the heuristic we outlined earlier, if re-plotting a trajectory against MA instead of CA aligns the disorder trajectory with the TD trajectory, then development in the ability is in-line with the developmental stage of the system measured by the standardised test. By comparison, performance on neither metonymy nor metaphors was in line with their visuo-spatial abilities. 
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The results from this study demonstrate that both metaphor and metonymy comprehension in children with WS were below the level expected for their CA, reflecting the difficulty that these children experience with figurative language. The fact that comprehension of metonymy developed earlier than metaphor in both groups, and that metonymy comprehension but not metaphor was found to be in-line with receptive vocabulary scores in children with WS suggests that these two types of expressions require at least partially separate sets of cognitive mechanisms (Annaz et al., 2009; Rundblad & Annaz, 2009). While the study from Annaz and colleagues (2009) was the first to use the DT approach to provide information on metaphor and metonymy comprehension in individuals with WS, the study only investigated lexicalised metaphors and metonyms. These are familiar expressions that might have been encountered before and thus their meaning might have been stored in the mental lexicon (Bowdle & Gentner, 2005). For example, after frequently encountering ‘Karen is a cold woman’ the term cold might be stored as a polysemous word with two independent but conceptually related meanings, namely a literal meaning as in cold weather and a non-literal meaning as in a cold person, i.e., an unemotional person (Geiger & Ward, 1999). Therefore, for lexicalised expressions a meaning can be derived in two ways: if an expression has been encountered before, the meaning can be directly retrieved from the mental lexicon (sense-selection); alternatively, a meaning can be created (sense-creation) upon encountering the expression similar to the way in which a meaning is created in novel expressions (Bowdle & Gentner, 2005; Glucksberg, 1989). However, it is unclear for which expressions children can directly access a meaning in the mental lexicon and for which ones the meaning needs to be created on-line, especially for children with developmental disorders who show an overall language delay. Thus, examining trajectories for the comprehension of novel expressions will be more informative about the developmental processing generating behaviour in typical and atypical groups (Van Herwegen, Annaz & Rundblad, in prep). Additionally, it is important to complement the use of standardised tests and investigate what other cognitive abilities are related to metaphor and metonymy comprehension in WS.  Especially, there is a need for studies that use tests that are sensitive enough to measure variations in performance in both typical and atypical groups. For example, Annaz and colleagues (2009) plotted performance against MAs derived from the BPVS and pattern construction tests. However, individuals with WS generally score higher on receptive vocabulary tasks compared to other language tasks (Brock, 2007) and performance on pattern construction is very poor (indeed, as Figure 2 shows, sometimes at floor on this task; see also Farran & Jarrold, 2003).  It is important to note that performance at floor and ceiling level can cause artefacts in the trajectory (Thomas et al., 2009). Thus, the fact that visuo-spatial abilities do not relate to metaphor and metonymy comprehension in WS might be explained by performance at floor level on pattern construction. The next step is to explore the developmental relationship between metaphor, metonymy and other potentially relevant cognitive abilities such as theory of mind abilities, semantic knowledge, and inferencing abilities (Rundblad, Annaz & Van Herwegen, in prep).

Returning to the broader point, figurative language lies at the interface of language and cognition, and therefore targets one key aspect of the uneven cognitive profile found in WS. Although some people with WS have been reported to make use of figurative conversational devices, the relationship to conceptual understanding has been unclear. The usage of such devices tends to be somewhat inappropriate to the social context or involve non-sequiturs (Bertrand, Mervis, Armstrong & Ayers, 1994; Udwin & Yule, 1990). The results from the metaphor and metonymy study suggest that figurative language may be deployed as a kind of ‘frozen’ vocabulary, whereby each phrase is retrieved fully formed from memory rather than created by online processes. This would explain why metonymy was in line with receptive vocabulary but metaphor, which is more cognitive demanding, was further delayed. The use of frozen language by people WS may lead to overestimation of language abilities by parents/carers, teachers and peers, resulting in people with WS meeting language that they do not understand. Such difficulties in language comprehension have clear ramifications for effective tuition and would contribute to the difficulties in social interaction associated with children and adolescents with WS (e.g., Gosch & Pankau, 1997). 

Challenges to the developmental trajectories approach

Despite our emphasis that a development perspective is central to understanding the origins of developmental disorders (see Karmiloff-Smith, 1998), it is fruitful to consider arguments that have been raised against the approach. There are simple practical reasons why a DT approach might not be appropriate. If a behaviour appears over a very short period of time, then charting behavioural change over a wide age range will be of little benefit. Nevertheless, some researchers have also posed theoretical challenges about the need to adopt a developmental perspective at all, and we consider one such challenge in this section.

In 2002, Thomas and Karmiloff-Smith questioned the ‘residual normality’ assumption for developmental disorders. The assumption entails that atypical development can produce selective deficits while the rest of the system develops normally. We have seen previously the suggestion that the interactivity of cognitive components across development makes it appear unlikely that components can develop in isolation, in either normal or impaired fashion. Thomas and Karmiloff-Smith employed connectionist simulations of development to show how the assumption of isolated atypical development against a background of normality would be undermined by the process of compensation or deficit spread (see also Baughman & Thomas, 2008). Isolated impairment (or indeed normal development) would only occur under very particular developmental conditions. They therefore concluded that making inferences about what patterns of behavioural deficits imply about the underlying cognitive structures crucially depends on how the actual process of development works in the system.

Nevertheless, this conclusion has recently been brought into question by Machery (in press). Machery argues that the critical test of residual normality is to compare endstates of typical and atypical systems, rather than to consider development. This is because development is often robust in biological systems, with many pathways leading to the same end- or goal-state. Deviant development may nevertheless lead to a typical mature system. Machery’s view is tied up with a commitment to the massive modularity hypothesis, in which every cognitive function is served by a distinct cognitive component (although this position need not be aligned to a commitment that these components are necessarily innate; see Fodor, 1983; Machery, in press). Massive modularity entails a one-to-one mapping of function to neural substrate (see also chapter 2 for criticism of the one-to-one mapping view). One striking difficulty with this view is the question of granularity: is there a module for language? One for syntax versus one for vocabulary? Separate modules for different aspects of syntax? Should we attribute a dedicated module to a given cognitive function as soon as we can dissociate it from other cognitive functions experimentally or statistically? 

The theoretical picture is complicated by more nuanced hypotheses. For example, an alternative view is that aspects of language may be subserved by relatively independent component processes, where these components are available to and utilised by several experimentally dissociable language functions. There is multiplicity but there is also sharing. One reason for positing some degree of shared resources is the implausibility of positing a cognitive module for each cognitive function that is fractionated in WS. In 2006, Thomas argued that the recent history of research into cognition in WS had served to reveal ever-finer details of fractionation in the cognitive profile. To take one example, although Mervis and colleagues (Mervis, Morris, Bertrand, and Robinson, 1999) found a normal relationship between utterance length and syntactic complexity in WS, overall supposition of normally developing grammar in WS is not justified: closer inspection reveals inconsistent patterns within grammar itself. More errors are made in morphology than in syntax (Karmiloff-Smith et al., 1997); within morphology, more errors are found in irregular verbs than regular verbs (Clahsen & Almazan, 1998; Thomas et al., 2001); within syntax, there is fractionated development yielded behaviours that are appropriate for neither chronological nor mental age (Grant, Valian, & Karmiloff-Smith, 2002; Mervis et al., 1999). For example, Mervis et al. (1999) reported that performance on the Test of Receptive Grammar (TROG; Bishop, 1983) was particularly poor for complex constructions such as relative clauses and embedded sentences. Such fine-level differentiation could be resolved by the more nuanced position involving resource sharing: perhaps more complex grammatical forms rely more on short-term memory than simpler forms, and it is the short-term memory system that is compromised.

Another reason for focusing on development rather than its endpoint is that we, as developmental psychologists, are trying to advance understanding of how language develops and functions and the processes by which it can go awry. An appeal to modules is static and can lessen our theoretical understanding. For example, explaining the acquisition of complex syntactic rules by positing a complex syntactic grammar module that simply comes online at some point in development sheds little light on the origins of behaviour. Mechanistic explanations are required to explain how cognitive functions come into existence. Indeed, it is a reasonable test of a snapshot or endstate explanation once one attempts to couch it in developmental terms. Given the importance of comparing developmental versus snapshot accounts, in the following paragraphs we offer a worked example. What happens when we try to change a snapshot account into a developmental theory?

Machery (in press) cites a small study by Clahsen and Almazan (1998) as an example of how WS can be used to support the massive modularity hypothesis. The relevant finding of the study is that the four participants with WS presented poorer performance on inflecting irregular past tenses (e.g., WENT from GO) than on inflecting regular ones (WALKED from WALK). The authors presented the following explanation (page 193): “The common property shared by the unimpaired linguistic phenomena is that they involve computational knowledge of language, whereas the impaired phenomena involve (specific kinds of) lexical knowledge, i.e. the retrieval of subnode information from lexical entries. Thus, it seems that WS children’s computational system for language is selectively spared yielding excellent performance on syntactic tasks and on regular inflection, whereas the lexical system and/or its access mechanisms required for irregular inflection are impaired.” On this account, then, people with WS have problems accessing ‘subnodes’, but not in accessing the nodes themselves (because accessing nodes must be necessary in order to append an ‘-ed’ to them in computing the regular past tense form.)

Thomas and Karmiloff-Smith (2005) suggested that at least three learning mechanisms would be necessary to turn this snapshot explanation of the deficit into a developmental account: (1) an ability to encode the relationship between present and past tense forms, (2) a mechanism for storing lexical entries (nodes), and (3) a mechanism for attaching sub-entries to these lexical items (subnodes; grammatically related forms of the main node lexical entry). However, as soon as one imputes learning abilities to the static system, new questions are raised. Why can’t the node learning system compensate for the impairment to the sub-node learning system? It would merely need to store the errant subnodes as nodes, e.g., by storing and accessing WENT independently of GO. As Thomas and Karmiloff-Smith (2005) emphasised, such compensation cannot be available if there is to be a behavioural impairment with irregular past tense formation. The endstate account of the deficit is inadequate here because the most obvious developmental extension suggests that a compensatory route should be available. If there were such a route, there would be no behavioural deficit in the first place. The snapshot model would need a more complicated developmental account attached to it, with ad hoc reasons why particular modes of learning were not available. The implication is that once considered within a developmental framework, the initial snapshot characterisation of the behavioural deficit is itself incorrect.

 Returning, then, to Machery’s argument that the critical test of residual normality is to compare endstates of typical and atypical systems, our worked example suggests that it is impossible to do so without considering developmental processes for the purpose of constraining our hypotheses about what those endstates really are. Without considering how a cognitive process could develop, upon what simpler processes it could rely, we may not successfully characterise the endstate, or our characterisation of the endstate might remain rather superficial. We may end up postulating an incorrect set of functional components, that is, with an implausible cognitive ontology.

Conclusion

We have argued that developmental disorders need to be construed within a developmental framework, particularly when we wish to explain why some disorders display marked unevenness in their cognitive profiles. Such a construal is aided by the use of empirical designs that emphasise the dimension of development, that is, change over time. And in turn, these designs rely on particular analytical techniques, such as the construction of developmental trajectories. In this chapter, we considered the basics of one such analytical approach, and illustrated the approach with the example of the development of figurative language abilities in Williams syndrome. This ability lies at the interface of language and cognition, and thus targets one key aspect of the characteristic uneven cognitive profile observed in this developmental disorder. The future will involve more complex use of developmental designs, complemented by longitudinal data, cross-syndrome comparisons, and ultimately cross-level trajectories, as we begin to understand the developmental relationships between genes, brain, cognition, environment, and behaviour.
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Figure captions

Figure 1. Cross-syndrome comparison of cognitive profiles on four tasks, for typically developing children (N=25, 3 to 12 years of age), children with Williams syndrome (N=15, 5 to 12 years of age), children with Down syndrome (N=15, 6 to 13 years of age), high-functioning children with autism (N=16, 5 to 11), and low-functioning children with autism (N=17, 5 to 11). Data are shown for mean chronological age; test ages on three standardised tests: British Picture Vocabulary Scale (BPVS; Dunn, Dunn, Whetton & Burley, 1997), and the Pattern Construction and Copying sub-tests of the British Abilities Scales II (Elliot, Smith & McCulloch, 1997); and raw test scores on the Benton face recognition task (Benton, 1983). Note that the typically developing group had a lower mean chronological age than the disorder group. Data are from Annaz (2006).

Figure 2. Re-plot of the data in Figure 1, for BPVS and Pattern Construction standardised tests. Data from Annaz (2006). The dashed line depicts ‘floor’ performance on the task, i.e., the lowest level of sensitivity for the measure.

Figure 3. Proportion of functional responses across verbal mental age in the comparison task: functional/anomalous contrast. (E.g., responses to the question ‘Are eyes like a camera or like a wall?’). WS = Williams syndrome, TD = typically developing. Data from Thomas et al. (2010). 

Figure 4. Proportion of perceptual responses across verbal mental age in the comparison task: Perceptual/functional contrast. (E.g., responses to the question ‘Are eyes like a camera or a [pair of] buttons?’). WS = Williams syndrome, TD = typically developing. Data from Thomas et al. (2010).

Figure 5. Mean number of features given by participants in the definitions task plotted against verbal mental age in years. WS = Williams syndrome, TD = typically developing. Data from Purser et al. (in press).

Figure 6. Mean number of correct categorisations plotted against verbal mental age in years. WS = Williams syndrome, TD = typically developing. Data from Purser et al. (in press).

Figure 7. Developmental trajectories linking performance on the metonym and metaphor comprehension tasks with chronological age. TD = typically developing group. WS = Williams syndrome. Data from Annaz et al. (2009). Data are shown from 10 participants with WS and 10 TD children between the ages of 6 and 10 years. In this task, the children were read 20 short stories that incorporated a metaphor or metonymy and then asked to explain what the expression referred to.

Figure 8. Developmental trajectories linking performance on the metonym and metaphor comprehension tasks with receptive vocabulary mental age, measured by the BPVS. TD = typically developing group. WS = Williams syndrome. Data from Annaz et al. (2009). 
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